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Abstract—Although cloud computing is maturing, security issues are still prevalent. Most of the security issues that are in the cloud have existed since the advent of the Internet. These issues are escalated in a cloud environment due to its distributed nature, multi-tenancy and the sensitive and large amount of data that is transmitted over the Internet and hosted by third parties. The security aspect that this paper focuses on concerns digital forensics. The cloud spans over multi-jurisdictions. As such, service providers hosting the data that may be required for digital forensic investigation may be reluctant to comply with foreign law enforcement agencies. Even if they comply, this may be a costly and time-consuming exercise, given the amount of hosted data that belongs to multi-tenants. In this paper we present a forensic readiness model that makes use of a Forensic Service hosted in the cloud. The model is aimed at minimizing costs associated with conducting a digital forensic investigation in a distributed cloud environment. The scope of this paper, however, is limited to examining the impact that a forensic readiness mechanism may have on other hosted cloud services. Preliminary results have shown a negligible effect in performance of cloud services by a having our proposed digital forensic readiness mechanism in place.
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I. INTRODUCTION

Cloud computing is a relatively new computing paradigm that presents new research challenges in the information security field [1–3]. The challenges include those that arise when a forensic investigation needs to be performed, as the environment is virtualized and often distributed in nature. The challenge is even higher when no digital forensic readiness mechanisms are put in place before an occurrence of an incident that requires investigation. A lack of forensic readiness mechanisms is common in cloud infrastructures as the cloud itself is still new and digital forensic is also relatively new as a research field.

The remainder of this paper is organized as follows: In Section II we present a brief background that covers digital forensic readiness, digital forensics in cloud environments. These will cover challenges associated with conducting digital forensic investigations in a cloud environment. In Section III we present our digital forensic readiness model that addresses digital forensics in a cloud environment. In Section IV we present a concept evaluation where we demonstrate the applicability of our concept in practice.

In Section V we conclude the paper and also present our future work.

II. BACKGROUND

In this section we present a brief background on digital forensic readiness and the conducting digital forensics in a cloud environment.

Digital forensic readiness is the mechanism that an organization puts in place to enable the continuous collection of information that can be used as evidence in an investigation [4]. Setting up investigation mechanisms after the incident has occurred may contaminate evidence and critical information may be missed. Some electronic investigations may also be abandoned due to an escalation of costs. A digital forensic readiness mechanism reduces costs and also increases the chance of a successful prosecution and convictions [5].

The main essence of digital forensic readiness is to reduce the effort involved in performing a digital forensic investigation. This is done by taking the necessary prior steps so as to be ready for any digital forensic investigation, while maintaining the level of credibility of the digital evidence that is collected [6]. The decrease in effort is the result of the cloud computing environment being in a state of readiness, which reduces the time and cost involved in the subsequent digital forensic investigation process. A cloud computing service provider that is ready in terms of digital forensics can also respond to an attack rapidly and efficiently. In general, reducing the time involved in cloud incident response greatly reduces the costs of the entire digital forensic investigation.

III. DIGITAL FORENSIC READINESS MODEL

In this section we present our proposed digital forensic readiness model for a cloud environment. This model makes use of our digital forensic service presented in [8], which in turn makes use of cloud resources to acquire evidence from a cloud environment that may be beyond the jurisdiction of digital forensic investigators. It also uses accessible information to build a case before costly data acquisition process from foreign countries can be executed.

Fig. 1 depicts how security is offered as a service in a cloud environment and how we propose digital forensics as a service to achieve digital forensic readiness in a cloud environment. Three sections are depicted by the model illustrated in Fig. 1. The first section represents client devices or computers that
users use to access cloud services. These client devices can either be other virtual machines within a cloud environment or an ordinary computer or device belonging to a cloud user. Interaction between clients and cloud services is always via a security model that is either implemented by a third party or built in within the cloud services. The second section represents a generic cloud service stack that is comprised of software as a service (SaaS), platform as a service (PaaS) and infrastructure as a service (IaaS). The third section represents our digital forensic service, which we integrate with the existing cloud model to offer digital forensic services.

In the following sections we expand on security as a service as presented in [2], [3], the cloud model and our proposed digital forensics as a service. Lastly we will present our complete expanded digital forensic readiness model.

A. Security as a Service (SECaaS)

There are seven layers in the security model by the Cloud Security Alliance in [3] in which security services can be offered in a cloud environment (see Fig. 2). The figure also depicts devices that cloud service consumers may use to access cloud services. These different layers of security are the physical layer, compute and storage, trusted computing, network, management, information and application layer. The physical layer refers to the physical security at the venue where the physical infrastructure is hosted.

Security services on the compute and storage layer provide security solutions for the hosts and storage devices. These include solutions such as firewalls and encryption. On trusted computing, the security services deal with the APIs that interact directly with the hosts such as hypervisors. Network level security services include firewalls, data packet inspection, intrusion detection and intrusion prevention. At the management level, security services offered include patch management, vulnerability assessment, vulnerability management, identity management and access management. At the information level, the services provided include database activity monitoring, data leak prevention, content monitoring and content filtering. At the application layer, security services include binary analysis, web applications, firewalls, transactional security and binary scanners. Security services may also include among others virus definition updates, competent security expertise, security and administrative tasks [2]. Examples of service providers that offer security services include security services in the cloud. These include (but are not limited to) CloudPassage [9], CipherCloud [10] and CloudLock [11].

In the next section we present the cloud service model and the basic service models in cloud computing.

B. Cloud Model

The cloud model offers three service models, i.e. infrastructure as a service (IaaS), platform as a service (PaaS) and software as a service (SaaS) (see Fig. 3). Depending on the level of service that a cloud service provider may choose to offer, the security services requirement as well as digital forensic services requirements will differ.

The security services requirements of an infrastructure as a service provider may end at the network level. Requirements for a platform as a service provider may end at the information service level. On the digital forensic service side, digital forensic readiness capability requirements for a SaaS provider may be limited to the application activities and to the platform on which their services are deployed. Even though the IaaS providers have access to PaaS and SaaS hosted on their environment, they may still choose to limit their digital forensic responsibilities and needs to the network level.

In the following section we present services provided by the digital forensic components and indicate how they cater for the digital forensic needs of IaaS, PaaS and SaaS.

C. Forensics as a Service (FaaS)

The components of the digital forensic service comprise applications forensics, RAM forensics, network forensics and computer forensics (see Fig. 4). Each of the components is discussed in more detail in the sections to follow.

1) Applications Forensics

Applications that interact with layer 7 of the ISO/OSI model [12]—such as static and dynamic web applications, web clients, web servers, application servers and web services are the major players in an Internet environment and means through which data is exchanged around the world between clients and servers. These applications are joined by a new set of applications in the cloud that offer collaborative environments such as online word processors and Integrated Development Environments (IDEs); The latter applications can therefore be a rich source of data that can be used for investigation purposes. According to [13], “SaaS is the most mature category of cloud services, since it evolved from the application-service-provider model of software hosting”. A software offered as a service in a cloud environment is a single instance of an application that is hosted by the provider. Customers access it from a single server and their data and unique configurations are virtually partitioned from other customers. If an instance of a deployed application is created, the cloud platform dynamically determines the server to run the instance [14].

In such a scenario a digital forensic service is used to keep
track of information so that it can be used for investigation purposes. Log files associated with the running application from those servers are retrieved at intervals determined by the digital forensic service consumer.

2) RAM Forensics
The RAM Forensics component of the digital forensic service is utilized by PaaS providers. The latter are responsible for and have access to application data belonging to the applications hosted as a service, as well as to information regarding their platform. PaaS providers install their platforms and custom applications on virtual machines which they deploy on IaaS [14], [15]. PaaS providers are then responsible for the management of the virtual machines on which their platforms are running. When invoked, the digital forensic service captures snapshots of the running virtual machine that hosts the platform. The snapshots preserve ‘state data’ for a virtual machine with regard to the exact instant during which the data was captured. The ‘state’ includes information such as whether the virtual machine was running, shut down or suspended. Data includes disks and all other devices connected to the virtual machine. Such information is critical for investigation purposes and may be costly for PaaS providers if they choose to manage it themselves. Detailed procedures for carrying out RAM forensics are presented in [7].

The digital forensic service can be invoked at any time when needed. A PaaS provider may choose to invoke the service from the time their PaaS is deployed and keep it active for the lifetime of the service. They may also instantiate (or release) it at any time during the lifetime of the service.

A need for a digital forensic investigation may arise at any time and since the moment cannot be predicted, relevant information must be readily available for investigators. Hence, the digital forensic service needs to be instantiated from the very time the PaaS is deployed. In this manner, costs and time involved in the investigation process are reduced.

3) Network Forensics
The network component of the digital forensic service is useful for the providers of both PaaS and IaaS. This is due to the fact that virtual machines for PaaS are connected via virtual networks, while in the case of IaaS, the physical servers and physical devices are connected via physical networks.
The Forensics as a Service (FaaS) model can always be invoked by cloud service providers for their digital forensic readiness model. Since the digital forensic service is offered as a cloud service, it can also be used by cloud service consumers for digital forensic investigations. The digital forensic readiness needs of the SaaS provider, PaaS provider and IaaS provider differ. Depending on their needs, cloud service providers may invoke a relevant FaaS component at any stage of their service provisioning, i.e. on deployment of a cloud service or after detection of an incident.

In the next section we present our experiment that aimed to provide a preliminary evaluation of the concept of our proposed model.

IV. CONCEPT EVALUATION

A use case scenario of our proposed model is presented here. Preliminary tests of our concept were carried out using Nimbula Director 2.0.3 [17] and Splunk [18]. Nimbula Director is cloud infrastructure software that is used to build a private cloud or hybrid cloud. The tests in this experiment were aimed at demonstrating the ability of forensically relevant data to be managed by a third party in a scalable and reliable manner. In respect of scalability we consider the effect introduced by the process of transferring data from the platform that hosts an application to the digital forensic server. These effects include service disruptions (if any) while data is being retrieved for storage in the digital forensic server.

In the next section we present the experimental setup of our experiment. We also present technical specifications of the experimental environment.

A. Experimental setup

For purposes of conceptual examination, the experiment was performed in a single cluster cloud infrastructure. Two virtual machines were launched in a Nimbula Director [17] cloud environment with the first virtual machine running a web application (SaaS). The machine was configured to forward logs and other events to a server. The second virtual machine represents FaaS and it runs a Splunk server that continuously polls remote agents for updates on new events. The client machine consumes a cloud service deployed on the first virtual machine. In the next section we present the experimental procedures carried out and the results of our study.

B. Experimental Procedures

A human resource management system, OrangeHRM [19] was deployed on the first virtual machine as a cloud service.

We then used Apache Bench [20] to measure the performance of the HR system while the forwarder was running and also while the forwarder was turned off. Apache Bench is an application used to benchmark web servers and web applications. It simulates a typical usage scenario of a web server by flooding it with HTTP requests. Apache Bench was fed with 1 million HTTP requests. The experiment was repeated and each time it was run, the number of concurrent requests to be served was changed with the intervals of 10. These procedures were carried out while the Splunk forwarding agent was down and also while the forwarding agent was running. Apache Bench record elapsed time every time a percentage of the requests is served.

Further tests were conducted on the performance of the HRM application by using Siege, “a multi-threaded http load testing and benchmarking utility”[21]. Siege was configured to send HTTP requests for twelve hours while the forwarder was up. A similar exercise was carried out while the forwarder was down.

The results obtained during these experimental procedures are presented in the next section.

C. Results

In this section we present and describe the data collected from our experiment. In our tests, the number of concurrent requests was varied and the results obtained are depicted in Fig. 6. In Fig. 6, the curves show an almost unaffected performance of the HR application deployed in the same environment that forwards data to a digital forensic server. However, a closer examination on both ends of the curves reveals that when a forensic forwarder is down, requests are completed earlier than when the forwarder is running.

TABLE I show results from a t-test paired two samples for means analysis of the obtained results with the level of significance, $\alpha = 0.05$. It shows analysis of completion times per request percentage served and analysis for completion time per concurrent requests.

From the analysis table, TABLE I it can be observed that the test statistic (t Stat) is lesser than critical statistic values (t Critical) on both one-tailed test and two-tailed tests. The one-tail and the two-tail tests probabilities (P) are both greater than the level of significance in both tables. These observations indicate that there is no significant difference on the performance of the HRM application between when the forwarding agent is up and when the forwarding agent is down. The Pearson’s correlation coefficient also shows a very high positive correlation between the performance of the HRM application between when the forwarding agent is running and when the forwarding agent is down.

In TABLE II we present the results that were obtained when using Siege while the forwarder was up and down respectively.

While testing the performance of the HRM application where Siege was used, only two values indicated towards a comparatively bad performance of the application, i.e. concurrency and longest transaction time.
investigations. Open source tools were used to evaluate the concept of our proposed model. Nevertheless, the preliminary test of this model indicates that the inclusion of a digital forensic service agent on a cloud service host has a negligible effect on the performance of cloud services.

As part of future work, further evaluations of the concept need to be carried out. These will include the evaluation of the concept on a distributed cloud infrastructure with a digital forensic server that supports the retrieval of raw files Splunk, used in these experiments is not capable of retrieving them. Further investigations will also include secure transmission of evidence between agents and the server.

V. CONCLUSION AND FUTURE WORK

Cloud computing provides many benefits and although it is maturing, security still remains a concern. Cloud services are still subject to compromise and cloud customer data is always at risk. This emphasizes the need for forensic investigations to be carried out whenever incidences occur. Conducting a digital investigation in a cloud environment is challenging and costly, due to the distributed nature and multi-tenancy of the cloud. A digital forensic readiness mechanism is therefore required to conduct a cost-effective digital investigation in a cloud environment.

In this paper we presented a digital forensic service that can be used by cloud service providers as a digital forensic readiness mechanism. The service can be used by cloud service providers to manage data that can be used for digital forensic investigations. Open source tools were used to evaluate the concept of our proposed model. Nevertheless, the preliminary test of this model indicates that the inclusion of a digital forensic service agent on a cloud service host has a negligible effect on the performance of cloud services.

As part of future work, further evaluations of the concept need to be carried out. These will include the evaluation of the concept on a distributed cloud infrastructure with a digital forensic server that supports the retrieval of raw files Splunk, used in these experiments is not capable of retrieving them. Further investigations will also include secure transmission of evidence between agents and the server.

TABLE I. Average completion time percentage served analysis

<table>
<thead>
<tr>
<th>Completion time / % served</th>
<th>Completion time/ Concurrent Requests</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pearson Correlation</td>
<td>0.98623046</td>
</tr>
<tr>
<td>1 Stat</td>
<td>0.998564779</td>
</tr>
<tr>
<td>P(T&lt;=t) one-tail</td>
<td>0.17016904</td>
</tr>
<tr>
<td>P(T&lt;=t) two-tail</td>
<td>0.34033808</td>
</tr>
<tr>
<td>Critical one-tail</td>
<td>1.66039156</td>
</tr>
<tr>
<td>Critical two-tail</td>
<td>1.984216952</td>
</tr>
</tbody>
</table>

TABLE II. Siege Evaluation

<table>
<thead>
<tr>
<th>Forwarder Up</th>
<th>Forwarder Down</th>
</tr>
</thead>
<tbody>
<tr>
<td>Transactions</td>
<td>1285788</td>
</tr>
<tr>
<td>Availability</td>
<td>100%</td>
</tr>
<tr>
<td>Elapsed time</td>
<td>43201.9 secs</td>
</tr>
<tr>
<td>Data Transferred</td>
<td>633.34 MB</td>
</tr>
<tr>
<td>Data Transferred</td>
<td>633.26 MB</td>
</tr>
<tr>
<td>Response time</td>
<td>0 sec</td>
</tr>
<tr>
<td>Transaction rate</td>
<td>29.76 trans/sec</td>
</tr>
<tr>
<td>Throughput</td>
<td>0.01 MB/sec</td>
</tr>
<tr>
<td>Concurrency</td>
<td>0.12</td>
</tr>
<tr>
<td>Success rate</td>
<td>642903</td>
</tr>
<tr>
<td>Fails</td>
<td>0</td>
</tr>
<tr>
<td>Longest</td>
<td>4.72 secs</td>
</tr>
<tr>
<td>Shortest</td>
<td>0 sec</td>
</tr>
</tbody>
</table>

The difference between the longest transaction times was 1.46 seconds. Both values were beyond the 2 seconds recommended in [22], but when the forwarding agent was running, the delay time was higher.
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