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1. Introduction

Today, the urgent demand for clean water 
sources due to the rapid progress in 
urbanization, industrialization, and huge 
rises in population has attracted great con-
sideration all over the world. These rapid 
changes have resulted in environmental 
problems, such as contaminated air and 
groundwater as well as hazardous wastes. 
The increasing demand for fresh water is 
envisaged to worsen because of the con-
stant release of pollutants and contami-
nants into the natural water resources. The 
recycling and reuse of wastewater efflu-
ents are important to increase the insuf-
ficient supply of clean water.[1] Previously, 
several approaches, such as adsorption,[2] 
biological treatment,[3] membrane-based 
separations,[4] and chemical treatment,[5] 
have been carried out to set up a reliable 
water treatment. Biological treatments 
which were traditionally developed to 
effectively remove the various types of con-
taminants from water eventually resulted 
in the production of secondary pollut-
ants, such as soluble refractory organic 

compounds as well as health-threatening bacteria which are 
difficult to remove.[6] Therefore, the development of a green, 
sustainable, and nondestructive technology for water/waste-
water treatment is of great importance. Semiconductor-based 
photocatalysts have been one of the most successful approaches 
for water/wastewater treatment, due to their high efficiency and 
great potential to remove harmful bacteria and organic pollut-
ants using sunlight.[7]

To develop efficient semiconductor-based photocatalyst mate-
rials for water splitting as well the photodegradation of pollut-
ants in water/wastewater, the optical, electronic, and structural 
properties of the material have to be carefully investigated. Gen-
erally, other features such as morphological architecture, the 
choice of the semiconductor materials and surface properties 
should be considered when designing a stable and efficient vis-
ible-light-responsive photocatalyst material.[8] In order to design 
more efficient semiconductor photocatalysts, first-principles 
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approaches have been a useful tool in providing a deep under-
standing of photocatalysis, explaining experimental data as 
well as predicting novel semiconductor photocatalyst materials 
with superior performance. In the sections that follow, focus is 
placed on the recent first-principles based research progress in 
visible-light-induced photocatalytic activity on semiconductor-
based photocatalyst for environmental remediation process. 
Much emphasis has been focused on the emerging approaches 
and the fundamental mechanisms of photocatalytic enhance-
ment of doped, nanocarbon, and nanostructuring semicon-
ductor-based photocatalyst materials. This review provides an 
in-depth knowledge of the fundamental mechanism and under-
standing of the interfacial electron transfer process that is 
useful to aid an experimentalist to design and fabricate novel 
photocatalysts to expand their applicability.

2. First-Principles Methods

Due to the increasing computational power, a theoretical 
description of processes occurring at the photocatalysts sur-
face is necessary to explore the electronic and optical proper-
ties. Therefore, new methods are continuously being designed 
and applied to address issues related to photocatalysis.[9] Com-
putational methods, such as quantum Monte Carlo (QMC),[10] 
coupled cluster,[11] and configuration interaction[12] have been 
developed to study extremely high accuracy molecular reac-
tions. However, for reactions occurring at solid surfaces and 
photocatalysis, the method of choice is density functional 
theory (DFT). Recently, there has been a significant develop-
ment in the theoretical description of adsorption and reaction 
occurring at the surface of metal, semiconductor and insulator 
with DFT.[13]

To understand and design new photocatalyst materials, it is 
important to know their electronic structure. Optical and mag-
netic properties may be explained based on the electronic struc-
ture. First-principles calculations allow researchers to explore 
the nature and origin of the structural, optical, and electronic 
properties of photocatalyst materials without experimental 
input. This approach makes use of quantum mechanics as the 
only basis to calculate electronic states from the atomic species 
and their positions, without relying on empirical parameters 
determined by experiment. Sometimes the atomic positions are 
explored by searching for the minimum-energy configurations. 
With first-principles calculation, unknown materials can be 
successful designed and simulated since empirical parameters 
are explicitly not required. Therefore, first-principles calculation 
can be utilized not only to complement existing materials but 
also as a significant tool for semiconductor-based photocatalyst 
materials design, such as predicting the physical properties of 
unknown semiconductor-based photocatalyst materials with the 
optimal composition to narrow down the search for the most 
promising photocatalyst materials. Most of the first-principles 
studies on photocatalysis normally make use of DFT approach 
to account for the electronic density.[14] The combination of 
DFT with projector augmented wave (PAW) approach or pseu-
dopotential, is the most widely used first-principles approach 
for electronic and optical calculations. Moreover, the term first-
principles calculation is often synonymous with DFT. In the 
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past, the issue of high computational costs, which was making 
it difficult to simulate systems having a large number of atoms 
had been addressed due to the improvement of computing 
hardware speed and advances in computational algorithms 
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designed to take care of computer architectures with higher 
degrees of parallelism.

Kohn and Sham[15] established the Kohn–Sham approach 
to account for the real systems with similar electronic density 
using an imaginary system of the electrons to account for the 
noninteracting orbitals. In this approach, exchange-correla-
tion (XC) functional was employed to account for the energy 
induced by the electron interaction.[16] Among the several 
forms of XC functional that have been used in photocatalysis, 
the generalized gradient approximation (GGA)[17] and the local 
density approximation (LDA)[15] are the most common ones. 
GGA functionals, such as Perdew–Wang91(PW91),[18] Perdew–
Burke–Ernzerhof (PBE)[19] and revised PBE[20] are available. 
LDA strongly overestimates adsorption energies and bond 
strengths, while GGA functionals agree well with experimental 
data. Moreover, both GGA and LDA fail to describe defect states 
and typically underestimate the band gap of semiconductor 
photocatalyst materials. However, the performance of GGA and 
LDA functionals are generally good for structure calculation.[21] 
In addition, LDA functionals normally underestimate the lattice 
constants calculation by 1%–2% compared to the experimental 
data. Furthermore, GGA functionals normally produce larger 
lattice constants than the LDA functionals and in some cases 
overestimate the lattice constants of materials to a significant 
extent.[22]

To account for the band gap underestimation and lattice con-
stants overestimation, several approaches, such as the DFT + U, 
hybrid functionals, quasiparticle GW approximation (GWA) and 
other methods have been developed. The Heyd–Scuseria–Ernz-
erhof (HSE) hybrid functional[23] have successfully overcome 
the band gap underestimation issues by mixing the PBE func-
tional with the Hartree–Fock (HF) wave function. The PBE and 
PW91, as well as hybrid functionals, such as HSE06 and PBE0, 
are the most popular for materials calculations.[24] The signifi-
cant difference between PBE0 and PBE is the substitution of the 
PBE functional by the exact HF exchange.[19] The HSE03 and 
HSE06 functionals were designed to address the expansive HF 
calculations, where the short range interaction was described 
by the HF exchange.[25] The percentage of HF wave function 
in the HSE functional is not a constant and the optimum value 
depends on the nature of the system. Since the Kohn and Sham 
DFT calculation is less suited to analyze strongly correlated 
electron systems with localized electrons, adding a Hubbard 
parameter (U) to GGA or LDA (DFT + U) calculation can also 
improve the band structure depending on the choice of sev-
eral empirical parameters.[26] In this approach, electrons are 
divided into itinerant electrons (electrons with s and p atomic 
orbital) and localized electrons (electrons with d and f atomic 
orbital). The DFT + U approach uses DFT approach for the s 
and p electrons with the HF wave function approach for the d 
and f electrons. The HF wave function approach makes use of 
an approximation to consider the on-site interactions with the 
interatomic interactions ignored. The DFT + U approach take 
appropriate description for the localized and strongly correlated 
electron system due to the consideration of the electronic inter-
actions of the d and f electrons as an intrinsic part of the elec-
tronic system. The DFT + U approach make use of the effec-
tive interaction parameter (Ueff) with the on-site interactions 
for the localized d and f electrons. The Ueff parameter obtained 

empirically from the difference of the parameter for Coulomb 
interaction between electrons (U) and the exchange interaction 
parameter (J). The parameter-free first-principles GWA gives 
a precise information on the electronic structure, however, at 
the expense of computational cost.[27] The name “GW” comes 
from the Green’s function (G) and the dynamically screened 
Coulomb potential (W).[28] To enhance the electron correlation 
effect, other approaches, such as QMC, dynamical mean-field 
theory (DMFT) and Moller–Plesset (MP2) have been developed. 
The MP2 approach is used for cluster calculation,[29] while the 
DMFT and QMC approaches are computationally demanding 
for complex-structured calculation.[30] In addition, this high-
level HSE hybrid functional and GWA approaches are much 
more reliable compared to the GGA and LDA functionals, but 
currently, their computational cost does not allow their applica-
tion in complex structure systems. The calculations for organic 
molecules differ from the inorganic materials with the periodic 
boundary conditions and nonlocalized plane wave basis sets 
instead of the localized Gaussian-type basis sets for the inor-
ganic materials.

The most commonly used calculation programs for mate-
rials calculations are the Vienna Ab initio Simulation Package 
package (VASP), Spanish Initiative for Electronic Simulations 
with Thousands of Atoms (SIESTA), Quantum espresso, DMol3 
and Cambridge Serial Total Energy Package (CASTEP).

VASP is a computer program for atomic scale materials 
modeling for quantum-mechanical molecular dynamics and 
electronic structure calculations using a plane wave basis set 
and either PAW method or Vanderbilt pseudopotentials to 
describe the electron–core interaction.[31] VASP computes an 
approximate solution to the many-body Schrödinger equation, 
either within HF approximation to solve the Roothaan equa-
tions or DFT to solve the Kohn–Sham equations. The perfor-
mance of VASP for solid-state, molecular, polymer, and surface 
applications is similar to Gaussian type implementations of 
DFT. The basic method is DFT, however, the VASP code uti-
lized post-DFT corrections, such as HF exchange, many-body 
perturbation theory, hybrid functionals and dynamical elec-
tronic correlations within the random phase approximation. 
VASP code is applied in phase and structure stability, dynam-
ical and mechanical properties, glasses, liquids and quasicrys-
tals, magnetic nanostructures, semiconductors and insulators, 
interfaces, surfaces, and thin films, chemical reactions as well 
as photocatalysis.

SIESTA is a method and software implementation for 
performing electronic structure calculations and ab initio 
molecular dynamics simulations of solids and molecules.[32] 
SIESTA uses a DFT code, such as Kohn–Sham band struc-
tures, Mulliken populations, and electron density to predict 
the physical properties of atoms. SIESTA program is applied in 
geosciences, materials physics and chemistry, engineering, and 
biology.

CASTEP is a state-of-the-art quantum mechanics-based pro-
gram specifically designed for solid-state materials science, 
solid-state physics, chemistry, and chemical engineering where 
empirical models and experimental data may be sparse.[33] 
CASTEP employs the DFT plane-wave pseudopotential 
method to explore the properties of surfaces and crystals in 
materials, such as metals, semiconductors, ceramics, zeolites, 
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and minerals. CASTEP can also study the spatial distribution 
of charge density, as well as point and extended defects in 
semiconductors.

DMoL3 is a modeling program, which uses DFT to predict 
properties of materials and simulate chemical processes both 
accurately and rapidly.[34] Since DMoL3 can predict processes in 
solid, solution and gas-phase environments, chemistry, solid-state 
physics, pharmaceuticals, chemical engineering, and materials 
science. DMoL3 are used to investigate the origin and nature of 
structural and electronic properties without experimental input.

Quantum ESPRESSO is an integrated suite of open-source 
computer codes for electronic-structure calculations and mate-
rials modeling at the nanoscale based on DFT, pseudopoten-
tials, and plane waves. The Quantum ESPRESSO distribution 
comprises a core set of components and plug-ins to perform 
advanced tasks, as well as a number of third-party packages 
designed to be inter-operable with the core components.

3. Semiconductor-Based Photocatalyst

Photocatalytic water splitting, using sunlight for oxygen 
(O2) and hydrogen (H2) production and photodegradation of 
pollutant, is envisaged as a promising approach to solve envi-
ronmental issues.[35] To effectively develop a semiconductor 
photocatalyst capable of employing sustainable and safe solar 
energy, several preconditions need to be fulfilled: (i) lower band 
gap to absorb a wider fraction of the solar energy; (ii) long-term 
stability, nontoxic, low cost, chemically and biologically inert; 
(iii) effective mobility of the photogenerated charge carriers; 
and (iv) appropriate CB and VB alignment with reference to 
the water reduction (EH /H2

+ ) and oxidation ( EO /H O2 2
) potential, 

respectively to meet water splitting thermodynamic criterion. 

Table 1 shows the band gap, CB and VB edge positions of com-
monly used semiconductor-based photocatalysts.

The band gap, the VB and CB edge positions of semicon-
ductors are the two most essential parameters, which mostly 
determine their photocatalytic activity under simulated sunlight 
irradiation. The VB and CB edges of commonly used semicon-
ductors[36] with reference to EH /H2

+  and EO /H O2 2  potentials are 
given in Figure 1.

If ECB is positioned more negative than the EH /H2
+  potential 

and the EVB is also aligned more positive than the EO /H O2 2  poten-
tial, then the water molecule can split into H2 and O2 under sun 
light irradiation.[61] The photocatalytic water splitting reactions 
are a thermodynamically uphill route, which requires an energy 
of 1.23 eV versus normal hydrogen electrode (NHE) as well as 
high over potentials due to its nonspontaneous process with a 
∆G° = 237.2 kJ mol−1 (2.46 eV vs NHE) per H2O molecule.[52] 
In electrochemistry, over potential is the potential difference 
between the potential at which the redox reactions are experi-
mentally determined and the thermodynamically observed 
reduction potential.[62] The 1.23 eV versus NHE in Equation (1) 
arises from the corresponding oxidation (Equation (2)) and 
reduction (Equation (3)) of water[61]

H O H 1/2O 5.63 eV2 2 2→ + −  
(1)

2H O O 4H 4 5.20 eV2 2 e→ + + −+ −
 (2)

2H O 2 H 2HO 4.82 eV2 2e+ → + −− −
 (3)

The oxidation and reduction reactions are the basis of photo-
degradation of organic pollutants and photocatalytic H2 produc-
tion, respectively.

Adv. Sustainable Syst. 2017, 1700006

Table 1. The band gap, CB (ECB) and VB (EVB) edge positions of commonly used semiconductors at pH zero versus normal hydrogen electrode 
(NHE) (Adapted with permission[36]). (ECB – conduction band edge, EVB – valence band edge.).

Photocatalyst Band gap [eV] ECB [eV] EVB [eV] References

Fe2O3 2.00–2.20 0.30–0.60 2.40–2.70 Barroso et al.,[37] Huda et al.,[38] van de Krol et al.[39]

TiO2 (rutile) 3.00–3.70 −0.05–0.15 2.92–2.95 Aragaw et al.,[40] Alonso et al.,[41] Scanlon et al.,[42] Luan et al.[43]

TiO2 (anatase) 3.20 −0.10 3.10 Hernández-Alonso et al.,[41] Scanlon et al.[42]

WO3 2.60–2.80 0.24, 0.40, 0.73 2.99, 3.20, 3.45 Bledowski et al.,[44] Wang et al.,[45] Liu et al.[46]

BiVO4 2.40 0.46 2.86 Ding et al.[47]

ZnO 3.20, 3.30 −0.25, −0.20 2.95, 3.10 Huang et al.,[48] Lee et al.[49]

Si 1.10 −0.25 0.85 Chen et al.,[50] Tran et al.[51]

Ta3N5 2.10 −0.55, −0.53 1.55, 1.57 Chen et al.,[50] Hisatomi et al.[52]

TaON 2.40 −0.40, −0.35 2.00, 2.15 Chen et al.,[50] Hisatomi et al.[52]

MoS2 1.73 −0.04 1.69 Pan et al.[53]

CuO 1.55 −0.51 1.04 Nakaoka et al.[54]

GaAS 1.40 −0.40 1.00 Grätzel[55]

Cu2O 2.00 −0.70 1.30 Paracchino et al.[56]

GaP 2.25 −0.71 1.54 Liu et al.[57]

CdSe 1.70 −0.54 1.16 Kudo et al.[58]

SiC 3.26 2.99 −0.27 Kim et al.[59]

CdS 2.40 −0.50 1.90 Kohtani et al.[60]
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The sequence of chain reactions that normally occur during 
the photocatalytic process is broadly proposed. Generally, when a 
semiconductor-based photocatalyst is struck by sunlight, electrons 
(e−) and holes (h+) are generated. Subsequently, the photon absorp-
tion and excitation of an electron from the VB to the CB can occur 
on condition that the incoming photons are either equal to or 
larger (≥) than the semiconductor band gap (Eg), leaving behind 
holes on the VB (Equation (4)) as given in Figure 2. 

h e hsemiconductor ν+ → +− +
 (4)

The photogenerated electron–hole (e−/h+) pairs might be cap-
tured by the semiconductor surface defects sites and undergo 
recombination and release the remaining energy via a nonra-
diative mechanism (Equation (5)) 

e h energy+ →− +

 (5)

The defect site on the semiconductor surface reduces the 
overall performance of the photocatalytic reaction. Accordingly, 
the photo generated charge carriers undergo separation and 
migration to the reaction sites. Later the photoinduced charge 
carriers partake in the redox reactions if the process is thermo-
dynamically feasible. Herein, the redox reaction normally involves 
two major active species: superoxide (O2

−•) and hydroxyl (•OH) 
radicals. The O2

−• radical is formed when O2 reacts with the CB 
photoexcited electron (Equation (6)). The O2

−• can be protonated 
to form hydroperoxyl radical (•OOH) and later peroxide (H2O2) 
(Equations (7) and (8)).[63]

e O O2 2
•+ →− −

 (6)

O H HOO2
• •+ →− +

 (7)

2HOO O H O•
2 2 2→ +  (8)

The generation of hydroxyl radicals nor-
mally occurs through two routes, (i) H2O 
and −OH ion in the water environment are 
easily oxidized by the photogenerated h+ to 
generate the •OH radical (Equations (9) and 
(10)); (ii) H2O2 formed in Equation (8) can 
further decompose to produce •OH radical 
(Equation (11)). In addition, the h+ can 
directly act as an oxidant to degrade the 
pollutants in the water environments as 
shown in Equation (12) and their potential 
depends on the oxidation conditions and 
catalyst type[64]

h H O HO H2
•+ → ++ +

 (9)

h HO HO•+ →+ −
 (10)

hH O 2HO2 2
•ν+ →  (11)

Adv. Sustainable Syst. 2017, 1700006

Figure 1. The CB and VB edges of commonly used semiconductors at pH zero with reference to water redox potential. Adapted with permission.[36] 
Copyright 2016, Royal Society of Chemistry.

Figure 2. Schematic of semiconductor photocatalysis process.
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h Pollutants Pollutants[ ]+ →+ +

 (12)

During the photodegradation of pollutants, the •OH and O2
−• 

radicals are the primary oxidants. The •OH, O2
−•, and •OOH 

radicals attack the pollutants in the water (Equation (13)), 
which results in several intermediates based on the nature of 
the pollutant. The resultant intermediates subsequently react 
to generate the final degradation products (e.g., CO2 and H2O) 

Pollutants radicals HO , O or HOO

Degradation products e.g., CO ,H O

•
2
• •

2 2

( )
( )

+ →−

 
(13)

When the photocatalytic degradation of pollutants does not 
proceed simultaneously as expected, electrons accumulate 
in the CB, which further increases the recombination rate 
of charge carriers. Thus, the presence of specific scaven-
gers is important to reduce the recombination rates of the 
charge carriers thereby enhancing the overall photocatalytic 
performance.

The flow of photogenerated charge carriers toward spe-
cific crystal facets enhances the selectivity and reaction effi-
ciency of the photocatalyst. Selectivity is one of the most 
desired properties of photocatalysts during the degradation 
process. Selectivity in photodegradation is achieved during 
the attraction, adsorption and mineralization stages of photo-
catalysis by adjusting the initial concentration of pollutants, 
pH of the solution and light intensity,[65] band gap,[66] as well 
as the pore size and surface charge of the photocatalyst.[67] 
Selective adsorption of pollutants with charged polarity is 
primarily evaluated by the charge and size of the exposed 
surface of the photocatalyst, signifying that Coulombic inter-
actions are vital in the photodegradation of pollutants.[68] 
Generally, selectivity is influenced by the oxidation ability 
of certain reactive species, structure, and components of the 
photocatalysts.[69]

To utilize the solar energy for environmental remediation 
application, it is highly necessary to design a novel semicon-
ductor photocatalyst, which is of high photostability with effi-
cient visible-light absorption. Fujishima and Honda[70] were the 
first to report the photocatalytic production of H2 by splitting 

water on TiO2 electrodes. TiO2 is the most widely studied 
photo catalyst due to its effective mobility of the photogenerated 
electron–hole pairs, nontoxicity, high negative reduction poten-
tials, high stability, eco-friendliness, and cheapness.[70] TiO2 
exists in three crystalline phases: brookite (Pbca), rutile (P42/
mnm), and anatase (I41/amd) (Figure 3).

All the modifications contain TiO6 octahedral that are inter-
connected through four (anatase), three (brookite), or two 
(rutile) shared corners and common edges. Among them, 
anatase displays better photocatalytic activity.[71] Since TiO2 
was initially employed as a photocatalyst, hundreds of oxyni-
tride, sulfides, and oxides, such as SnS2,[72] ZnO,[73] BiVO4,[74] 
SnO2,[75] ZnS,[76] BiOX (X = Cl, Br, I),[77] AgP3O4,[78] Bi2MO6 
(M = W, Mo),[79] H2WO4,[80] BiPO4,[81] ATaO3 and ANbO3 
(A = Li, Na, and K),[82] ZnSnO3,[83] RuO2,[84] IrO2,[85] LiNbO3,[86] 
Ag3PO4,[87] AMWO6 (A = Rb, Cs; M = Nb, Ta),[88] AgMO2 
(M = Al, Ga, In),[89] ZrO2,[90] CoS,[91] NiS,[92] NiS2,[93] CuS,[94] 
MoS2,[95] MoS3,[96] WS2,[97] AgTaO3,[98] GaN,[99] graphitic carbon 
nitride (g-C3N4),[100] Ge3N4,[101] Sm2Ti2S2O5,[102] Ta3N5,[103] 
TaON,[104] Fe3O4,[105] metal chalcogenides,[106] SrTiO3,[107] 
NiO,[108] CuO,[109] SrNb2O6,[110] Sr2M2O7 (M = Nb and Ta),[111] 
Bi12TiO20,[112] NaNbO3,[113] AgBr,[114] SbMO4 (M = Nb, Ta),[115] 
Bi24Al2O,[116] and others have been utilized as a photocatalyst in 
water purification applications.

The large band gap of some semiconductors, such as TiO2 
(3.0 eV for rutile and 3.2 eV for anatase),[117] SrTiO3 (3.25 eV 
for cubic perovskite),[118] ZnO (3.34 eV),[119] BiOCl (3.40 eV),[120] 
ZrO2 (≈5.0 eV),[121] and others,[122] have limited their appli-
cation only to the UV region (λ < 400 nm), which comprises  
of ≈4% of the solar energy. Thus, the band gap has to be nar-
rowed to ≈2 eV, for the photocatalyst to utilize the visible light 
(λ > 400 nm), which comprises of 43% of the solar spectrum.[123] 
Furthermore, the overall low quantum efficiency induced by 
the fast recombination of the charge carriers, which is common 
to all semiconductor photocatalysts, is another drawback. 
Therefore, the search for novel photocatalysts with a visible-
light-driven performance that can utilize the full solar energy 
is highly desirable. As a result of these challenges, a number 
of approaches such as doping,[124] structural modification,[125] 
quantum dot sensitization,[126] and semiconductor composite 
formation[127] have been developed.

Adv. Sustainable Syst. 2017, 1700006

Figure 3. Crystal structures of TiO2 polymorphs: a) brookite, b) anatase, and c) rutile. The gray octahedral represent TiO6 blocks and red spheres 
represent O atoms.
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4. Recent Progress in the Design of 
Semiconductor Photocatalyst Materials

4.1. Doping

Several properties of semiconductor-based photocatalyst 
materials are controlled by impurities and defects. The syn-
thesis of n- and p-type doped systems motivates the develop-
ment of visible light photocatalyst materials. To accomplish 
this development, a comprehensive understanding of factors 
that control the doping process is essential and first-princi-
ples calculation has made a significant contribution to this 
effect. Several studies have endeavored to identify the funda-
mental causes of these challenges.[128] A general conclusion 
drawn from these studies revealed that n- and p-type doping 
has been a challenge especially when the energy of the VB 
maximum (VBM) is low and the CB minimum (CBM) is high 
on the absolute energy scale. In particular, the introduction of 
a filled electronic state with a higher energy compared to the 
CBM energy normally results in electron transferred to the 
CB. However, when the CBM is higher in energy compared to 
the energy of the filled electronic state, the variety of impuri-
ties that can achieve these effects are limited. Moreover, pro-
cesses such as atomic relaxation of the impurities away from 
their substitution sites and spontaneous formation of defects 
can lower the energy of the electron been added if the energy 
of the CBM is high.

The properties of functional photocatalyst materials are 
modified by doping.[129] The doping effect on the photo-
catalyst properties depends on the catalyst physicochemical 
properties, method of fabrication, concentration, and type of 
dopant.[130] The introduction of dopants in the crystal lattice 
of semiconductors result in dramatic changes in their crystal 
structures, producing either n-type or p-type semiconductors 
depending on the nature of the impurities. n-Type semicon-
ductors are produced when the impurities are capable of pro-
viding extra electrons to the host atom, whilst p-type semi-
conductors are capable of providing extra valence holes to the 
host atom. Doping semiconductors with transition metals,[131] 
metalloids,[132] lanthanides,[133] noble metals,[134] alkaline-
earth metals,[135] nonmetals,[136] and rare earth metals[137] 
have been efficient strategies to increase the photoresponse 
toward the visible region and adjust the band structure.

For some semiconductors, the achievement of higher doping 
levels required for photocatalysis process is difficult. At such 
high doping levels, not every dopant gives excellent results due 
to the self-compensation effect. In several cases, this compensa-
tion effect is ascribed to the formation of point defect. However, 
direct experimental studies of defect formation are lacking due to 
the challenging in instituting quantitative measurement of point 
defect. First-principles calculation can offer an in-depth knowl-
edge regarding point defect that normally occurs in doping.

4.1.1. Metal Doping

Point defects in semiconductor-based photocatalysts always 
introduce states or levels near the band edges or in the band 
gap. These states determine the behavior of electrons and 

often used as the identification for experimental points defects. 
Therefore, the detailed calculation of these states is necessary 
for the characterization and identification of point defect. For 
instance, internal excitation of point defects may occur when 
the defect charge remains unaffected. The introduction of 
metal ions produces an intraband state close to the VBM or 
CBM edge to induce visible light optical absorption due to the 
close range of the redox energy states of several metal ions 
in the band gap states. The enriched visible light absorption 
was ascribed to the migration of the charge transfer between 
the VB (CB) of the semiconductor and the d-electrons of the 
metal dopant. Moreover, the metal ions can change the equi-
librium concentration of the charge carriers by acting as a trap 
for charge carriers, thereby enhancing the degradation rate.[138] 
In the semiconductor band structure, the metal s-, p-, and 
d-orbitals contribute to the unoccupied CB, while the oxygen 
2p orbitals contribute to the filled VB. The metal d-orbitals 
dominate the lower position of the CB.[139] Noble metal doped 
semiconductors have been shown to expedite the transfer of 
photogenerated charge carriers, as well as improving its visible 
light photoelectron conversion efficiency, owing to their sur-
face plasmon resonance effect.[140] For example, Ru,[141] Rh,[142] 
Pd,[143] Pt,[144] Au,[145] and Ag[146] have been shown as efficient 
cocatalysts for photocatalytic water splitting and degradation 
of organic pollutants. Among them, Pt has been the most effi-
cient cocatalyst owing to its low overpotential and high work 
function for environmental radiation process.[147] Moreover, 
some low-cost transitional and earth-abundant metals, such 
as Co,[148] Ni,[149] and Cu,[150] have also been explored as effi-
cient cocatalysts. An impurity level may be introduced into 
the forbidden band upon metal doping based on the oxidation 
states and ionic radius of the host and dopant atoms. An impu-
rity level is the energy band that are unoccupied by electrons. 
This impurity level may serve as either an electron donor or 
acceptor by allowing the semiconductor to absorb visible light 
and as a result, several visible light photoresponse by cation 
dopant have been reported.[151] In principle, the Kohn–Sham 
approach that results from electronic structure calculation, in 
particular, band gap determination cannot be directly measured 
with any levels that are significant for experimental studies. 
Therefore, the total energy of defect configuration before and 
after the migration needs to be considered. All-electron calcula-
tions can be obtained with approaches, such as atom centered 
basis sets and full-potential linearized augmented plane-wave 
(LAPW) approach.[152] Moreover, the approximate treatment of 
the core electrons are normally determined using the PAW[153] 
and pseudopotential approaches.[154] PAW is an enhancement 
to the pseudopotential approach since it combines the pseudo-
potential approach with the LAPW method, making PAW more 
accurate compared to the pseudopotential approach. These 
approaches have been applied to large system, in particular, 
first-principles calculation of point defect with computation-
ally controllable systems compared to the other all-electron 
approaches. The pseudopotential and PAW approach for the 
core electrons treatment can be achieved with the plane-wave 
and pseudoatomic orbital basis sets.[155]

Transition metal-doped TiO2 can produce impurity levels in 
the forbidden band, which may influence the enhanced vis-
ible light absorption, but the underlying mechanism remains 

Adv. Sustainable Syst. 2017, 1700006
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unclear. The introduction of lanthanide ion into TiO2 enhanced 
its visible light optical absorption compared to the pure TiO2. 
This study was done using LDA functional and PAW method 
with Hubbard U correction (LDA + U) due to the inaccurate 
description of the 4f orbitals of lanthanide using standard 
DFT.[156] In this system, a U parameter of 10 and 5 eV for Ti 
3d and O 2p orbitals reproduce the experimental band gap of 
TiO2. The extra electronic states introduced into the band gap 
contributed to the improved red shift of TiO2 doped with Fe3+ 
via B3LYP functional with double-zeta LanL2DZ basis set.[157] 
Within plane-wave pseudopotential DFT approach, Fe3+ ion 
in TiO2 bulk was localized and mainly act as the recombina-
tion centers of the photoinduced holes and electrons, which 
is beneficial to photocatalysis.[158] The ultrasoft pseudopoten-
tial and GGA of PBE functional were used to account for the 
electron–ion interaction and the exchange-correlation effect, 
respectively. In addition, the photocatalytic activity of Fe-doped 
TiO2 decreases as the dopant concentration increase, which was 
ascribed to the reduced recombination rate of the charge car-
riers. The accumulation of more positively charged holes con-
tributed to the improved photocatalytic performance of Pt-doped 
TiO2 via first-principles calculations with ultrasoft pseudopoten-
tial and plane-wave basis sets implemented in CASTEP code 
of Materials Studio.[159] The Pt-doped TiO2 showed an excellent 
photocatalytic degradation activity toward nitrobenzene with 
respect to the pure Pt clusters. In addition, recent studies on 
the optical properties and electronic structure of Cu-doped TiO2 
revealed an induce doping states, which comprise of Cu 3d and 
Ti 3d state near the VBM and this state improves the visible 
light absorption (λ = 400–1000 nm).[160] Through periodic DFT 
approach and PAW method, Cu-doped TiO2 showed a covalent 
character in the CuO bond as well as new states in the VBM, 
which reduced its band gap.[161] For this systems, a DFT + U  
(U = 5 eV) approach was used to account for the Coulomb inter-
action. The exchange-correlation effect was treated within the 
LDA and PBE functional. In addition, the lattice constant and 
atomic positions were optimized with the conjugate-gradient 
method. The introduction of Cu into TiO2 produces new 
states at the VBM, which mainly comprises of Cu 3d and O 2p 
states. Based on first-principles DFT calculation with PBE para-
meterization of GGA functional for the exchange and correlation 
effects, the improved visible light photocatalytic performance of 
Ni-doped TiO2 was due to the forbidden gap impurity energy 
levels, which was introduced between the CB and VB.[162] In 
addition, the band gap was observed to have increased by 0.1 eV 
compared to the bulk TiO2 with Ni 3d states within the band gap 
owing to its stronger interactions with O 2p state. The excitation 
of the occupied Ni 3d state to its CB decreases the photon excita-
tion energy and induces enhanced photocatalytic performance. 
This study explains the experimentally observed enhanced 
photo catalytic performance of Ni-doped TiO2. Through DFT 
calculation with plane-wave pseudopotential approximation, the 
nature of the n-type of Mo-doped TiO2 was found to contribute 
to the states created by the Mo dopant below the CB and the 
Fermi level in the CB (Figure 4).[163] The interactions between 
the ionic core and valence electrons were described using ultra-
soft pseudopotential along with PBE functional. All the systems 
were optimized by the Broyden–Fletcher–Goldfarb–Shanno 
algorithm with a self-consistent field of 10−6 eV per atom.

The Cr impurity at Ti sites was observed to influence the 
visible light photocatalytic performance of Cr-doped SrTiO3 
based on DFT study as implemented in VASP code with HSE 
hybrid functional.[164] Bismuth vanadate (BiVO4) has received a 
considerable attention as a promising photocatalytic material. 
Recently, the behavior of an excess electron in BiVO4 was inves-
tigated using the hybrid DFT method with varying fraction of 
the HF exchange.[165] This studies revealed that the photocat-
alytic activity and electron mobility of the bulk mBiVO4 were 
moderately low owing to the excess electron mainly localized 
on the V atom. In addition, the poor mobility of electrons in 
mBiVO4 was owned to the poor overlap of V 3d orbital with 
Bi 6p orbital at the CBM.[166] An efficient route to enhance the 
photocatalytic performance and electron mobility of mBiVO4 
involves the modification of its electronic structure with other 
elements. To explore the photocatalytic performance of doped 
BiVO4, the optical properties and electronic structures were cal-
culated using DFT method. The effects of Au, Ag, and Cu on 
the photocatalytic performance of BiVO4 was studied based on 
ab initio molecular dynamics method with GGA functional of 
PW91 for the exchange-correlation effects and plane-wave pseu-
dopotential approximation to address the electron effect.[167] 
For Cu-doped BiVO4 system, the occurrence of Cu 3d acceptor 
state reduce the band gap and enhance the separation of the 
photoinduced electron–hole pairs by acting as a trap to the 
photoexcited electrons. The improved photocatalytic activity 
of Cu-doped BiVO4 was ascribed to its smaller effective mass 
and the acceptor state. Through DFT studies, surface proper-
ties of Mo-doped mBiVO4 was investigated to comprehend the 
origin of the improved photocatalytic activity.[168] The improved 
photocatalytic performance of Mo-doped monoclinic BiVO4 
was ascribed not only to the facilitated separation of the photo-
induced electron–hole pairs but also to the surface oxygen 
quasi-vacancies using hybrid HSE06 functional and ultrasoft 
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Figure 4. Partial density of states (PDOS) of Mo-TiO2. Adapted with per-
mission.[163] Copyright 2014, American Scientific Publishers.
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pseudopotentials method for the ion cores interaction.[168] In 
addition, BiVO4 doped with Mo does not result in band gap 
reduction but rather reduction in the effective mass of holes.[169] 
The ultrasoft pseudopotential used in this calculation was due 
to its velocity and efficiency. The valence electrons of the Kohn–
Sham wavefunctions were described using plane wave basis set 
with a cutoff energy of 380 eV. The optical absorption spectra of 
Ag/Bi2WO6 (001) nanocomposites revealed an obvious red-shift 
visible light absorption as the concentration of Ag increases.[170] 
Silver halide materials have been applied in photocatalysis with 
an extraordinary stable and higher performance compared 
to the most widely used TiO2. The crystal field splitting of Ag 
4d states in the VB of AgX (X = Cl, Br, I) was the main factor 
influencing the large effective mass of the photoinduced holes 
via LDA functional and PAW approach.[171] In addition, the 
smaller effective mass of the photoinduced electrons at the CB 
minimum (CBM) contributed to the improved photocatalytic 
activity of AgX (X = Cl, Br, I).

4.1.2. Nonmetal Doping

Doping semiconductors with transition metals could effectively 
enhance visible-light photoresponse, but it is at the cost of 
reduced thermal stability and efficiency.[172] Another approach 
to prolong visible light absorption of semiconductors is non-
metal doping. Nonmetal doping has been largely known to sen-
sitize semiconductors toward visible light region as opposed to 
surface sites known to trap photogenerated e−/h+ pairs by metal 
dopants.[173] Nonmetal dopants can behave as part of the VB 
or create electronic states near the VB, thereby narrowing the 
band gap of the semiconductor.[174] Asahi et al.[129] were the first 
to investigate N-doped TiO2 using a sputtering nitrogen-con-
taining gas mixture and their results showed an enriched vis-
ible light absorption. The improved red shift of N-doped TiO2 
was found to be attributed to N 2p levels close to the VB.[175] 
Other researchers have also confirmed similar results when 
Titania was dope with N.[176] Likewise, other nonmetals, such as 
C,[177] S,[178] and F[179] have also been introduced into the semi-
conductor lattice. The nonmetal doping effect of semiconductor 
materials on the optical property and electronic structure has 
been theoretically evaluated.[180] Currently, transition metal 
tungsten oxide-based (AMWO6 (A = Rb, Cs; M = Nb, Ta) photo-
catalyst material have been found to be active in water remedia-
tion application. The origin of the improved optical absorption 
of N-doped CsTaWO6 in the visible region was investigated 
using PAW method with GGA version of PBE for exchange-
correlation effect.[181] The PDOS analysis revealed that the N 2p 
and O 2p states at the VBM reduced the band gap by 0.323 eV 
compared to the pure CsTaWO6. Moreover, the unfilled N 2p 
impurity state may act as recombination centers to the charge 
carriers and enhances the photocatalytic performance. Through 
B3LYP functional and double-zeta LanL2DZ basis set, the extra 
electronic states in the Se 3p orbitals influenced the visible light 
optical absorption performance of Se-doped TiO2.[182] Within 
PAW method, the red-shift absorption of S-doped anatase TiO2 
was attributed to the S 3p impure state above the VB.[183] In 
addition, band gap reduction of S-doped TiO2 was contributed 
by the increase S concentration via DFT method with PAW 

method and PBE of GGA for exchange-correlation effect.[184] 
In addition, the electron excitations from the S 3p state to 
CB may influence the red-shift optical absorption of S-doped 
TiO2. Furthermore, the electronic location function analysis 
revealed ionic character. The band edges of I- and Se-doped β-
Ga2O3,[185] and pure graphitic carbon nitride (g-CN), as well as 
P-doped g-C3N4 and g-CN,[186] were observed to meet the ther-
modynamic criteria for the overall water splitting compared 
to the other anions. The origin of the enriched visible light 
photocatalytic performance of C-doped ZnO was influenced 
by the extra electron states in the band gap arising from the C 
dopant via the nonlocal pseudopotentials method of the LDA 
functional.[187] A remarkable band gap reduction and enhanced 
photocatalytic performance of Br-, N-, and I-doped SrTiO3(001) 
was observed based on the spin-polarized DFT method with 
HSE06 hybrid functional and PAW method for the electron–
ion interactions.[188] The enhanced visible light absorption of 
N-doped SrTiO3 was attributed to the localized N 2p state found 
at the VBM.[189] Based on DFT calculations with GGA func-
tional, the electronic structures of S-doped SrTiO3 was observed 
to have raised the energy level of the VBM and induces band 
gap reduction due to the S 3p state which mixes well with the 
O 2p state compared to the other doped systems.[190] In these 
systems, ultrasoft pseudopotentials and PW91 functional was 
employed to account for the ionic core and valence electrons 
interaction.

4.2. Codoping with Metals and Nonmetals

As mentioned previously, doping with either nonmetals or 
metals has been an effective means to enhance visible light 
photocatalytic activity of semiconductors. However, metal 
or nonmetal dopants, having distinct valences, will restrain 
photocatalytic performance owing to the electron–hole pairs 
being partially unoccupied impure states acting as recombina-
tion centers and the large perturbation at the band edge posi-
tions.[191] Moreover, mono doping may also result in limited 
solubility due to the spontaneous formation of compensating 
defects.[192] The codoping approach involves either nonmetal–
metal,[193] nonmetal–metalloid,[194] nonmetal–nonmetal,[195] 
or metal–metal[196] pairs resulting in outstanding approaches 
toward modifying the band structure of semiconductor photo-
catalyst materials with an improved photoresponse. An ideal 
codopant should (1) form a charge compensated system to 
eliminate vacancy defect, (2) easily fit the ionic size into the 
lattice site of the atoms, and (3) not lower the CBM to a signifi-
cant extent to keep the semiconductor active. Due to the indi-
vidual benefits of metal and nonmetal doping, the codopants 
can combine the two benefits and induce enhanced photocata-
lytic activity.[197] For example, The SiF codoped TiO2 was ther-
modynamically more favorable than the Si- and F-doped TiO2 
within GGA of the PBE scheme.[198] In addition, the enhanced 
optical absorption of SiF codoped TiO2 was because of the 
decrease in the electron transition energy from the VBM to 
CBM. The improved visible light absorption performance of 
CMo codoped TiO2 system have been observed, but the posi-
tion of the CBM was slightly affected when compared to the 
pure system.[199] Through PAW potentials and PW91, band gap 
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reduction of BN codoped TiO2 was influenced by the Fermi-
level shift and the midgap states formation.[200] In addition, 
band gap reduction of NP codoped TiO2 was contributed 
by the noncompensated effect.[201] The improved visible light 
absorption of nitrogen, first row transition metals, such as Sc, 
Ti, V, Cr, Mn, Fe, Co, Ni, Cu, Zn, and second row transition 
metal such as, Y, Zr, Nb, and Mo codoped TiO2 was attributed 
to the impurity energy state formation in the band gap and 
the reduced CBM of the codoped systems.[202] Moreover, band 
gap reduction, enhanced electron–hole pair separation and lat-
tice distortion in YN codoped TiO2

[203] and NEu codoped 
TiO2

[204] have been reported. The photocatalytic activity and 
the improved visible light of C, B, and CB codoped TiO2 
was influenced by the impure states distribution and the loca-
tion of the Fermi level in the crystal structure created by the 
dopants through plane-wave pseudopotential approach and 
GGA of the PBE for the exchange-correlation effect.[205] The 
synergistic effect of CAg codoped TiO2 was observed to influ-
ence the visible light absorption and band gap reduction.[206] 
The enhanced visible light performance of CN codoped CeO2 
was influenced by the narrowed band gap and strong absorp-
tion, which was caused by the impurity states.[207] The metal 
(La, V, Y, Ta, Nb, Sc) and nonmetal (I, H, Br, Cl, F) codoping 
was found to prevent the N-induced discrete states in SrTiO3 
crystal structure through plane wave pseudopotential method 
and GGA of the PBE scheme.[208] The LaRh codoped SrTiO3 
suppressed the formation of photochemically inert Rh4+ state 
as well as the formation of a charge-compensated system.[209] 
A significant electron cloud overlap of Mo-2N codoped SrTiO3 
was observed and the N electron density was more delocal-
ized toward Mo (Figure 5a).[210] However, no significant elec-
tron cloud overlap was observed in W-2N codoped SrTiO3 
(Figure 5b).

The codoping effect on the photocatalytic performance of 
NaTaO3 has been reported with an improved charge carrier 
mobility due to the continuum band structure formation by 
the Mo and N codopant.[211] In addition, the band position  
of the MoN codoped NaTaO3 was well aligned to satisfy the 
thermodynamic stability of photooxidation and photoreduc-
tion of water. The doping effects of SrTiO3 on V, Nb, and 

Ta with cationic codopant (Na/K/Rh) or anionic codopant 
(N) was observed to meet the thermodynamic criteria for 
water splitting with reference to water redox levels.[212] The 
synergistic effect on the photoactivity of SrTiO3 codoped 
with N and Sb was observed to improve the visible light per-
formance due to the charge compensation.[213] Moreover, 
the band position of NSb codoped SrTiO3 are well posi-
tioned for the feasibility of H2 production with respect to 
the undoped system.[213] Significant band gap reduction of 
NaTaO3 codoped with CS, NN, and NP was observed 
but can only work as an electrode for water reduction rather 
than oxidation.

Moreover, the band edge positions of NN, NP, and 
CS codoped ZrO2 matched are suitable for the photocata-
lytic water splitting with improved visible light absorption. 
The LaFe codoped NaTaO3 system was found to be more 
energetically stable than their corresponding mono doped 
counterparts.[214] Moreover, the total density of states showed 
an unoccupied extra energy state in the band gap and the 
PDOS analysis produced an intermediate state mainly com-
prised of O 2p and Fe 3d states located at 1.1 and 2.0 eV 
above the VBM. The enhanced visible-light response and 
the band gap narrowing in MoN, CrN codoped NaNbO3 
have been found to be influenced by the distance and con-
centration of the codopant.[215] In addition, the PDOS anal-
ysis of Mo-doped NaNbO3 revealed that the VBM consist of 
O 2p states and the CBM was controlled by Nb 4d and Mo 
4d states. In NNd codoped KNbO3, the VBM was found to 
compose of O 2p states and the Nb 4d states contributed to 
the CBM.[216]

Normally, the optical absorption properties of any semicon-
ductor-based photocatalyst materials, which are associated with 
its band structure, have been a significant factor influencing 
the photocatalytic performance. According to Equation (14), the 
wavelength-dependent absorption coefficients were evaluated 
by transforming the complex dielectric function to the absorp-
tion coefficient (αabs)[217]
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Figure 5. Total charge density distribution for a) (2N, Mo)-codoped SrTiO3 and b) (2N, W)-codoped SrTiO3. Adapted with permission.[210] Copyright 
2014, Royal Society of Chemistry.
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where ε(ω), ε1(ω), and ε2(ω) are the frequency dependent complex, 
real, and imaginary parts of the dielectric function, respectively. 
Highly plausible band structure with band gap reduction and 
enhanced visible-light absorption when KNbO3 was codoped with 
N and W have been reported.[218] In addition, an optical absorp-
tion with improved redshift and enhanced photocatalytic activity 
of anatase TiO2 codoped with N and Sm have been observed.[219]

The BF codoped g-C3N4 has been an excellent photocatalyst 
for O2 and H2 generation through water splitting driven reactions 
in the visible region as opposed to the mono doped systems via 
HSE06 hybrid functional.[220] In addition, the band alignments 
showed that the F-doped and BF codoped g-C3N4 enhanced the 
oxidation ability, while the B-doped g-C3N4 enhanced the reduc-
tive ability of g-C3N4. The visible light photocatalytic response 
of W/Mo/W and Mo/W/Mo codoped BiVO4 was ascribed to the 
continuum state above the CB edge of BiVO4, narrow band gap 
and smaller formation energies via GGA + U of the Dudarev’s 
method.[221] The BiVO4 doped with W and Mo enhanced the 
electron–hole separation without any improvement in the mate-
rial’s optical properties as well as band gap reduction.[222] Through 
hybrid HSE06 functional, the electronic properties of FN 
codoped Zn2GeO4 were investigated.[223] The redshift visible light 
performance and the narrow band gap was influenced by the N 
2p state formed above the VB edge. Within spin-polarized DFT 
approach, the ability of compensated codoping to form delocalized 
states rather than discrete trap levels was found for both HN and 
FN codoped AgTaO3 without affecting the band edge position 
desired for the overall photocatalytic water splitting process.[224]

4.3. Heterostructures

Besides the narrow band gap of any semiconductor-based 
photocatalysts, a number of charge carriers generated upon 
light excitation are a significant factor to the photocatalytic per-
formance. The electrons and holes generated upon light excita-
tion should not recombine to enable the occurrence of chemical 
reactions to enhance the charge separation and the photocata-
lytic performance. An approach to enrich the separation of 
charge carriers and extend the optical absorption edge into the 
visible light region as well as attaining enhanced photocatalytic 
degradation of contaminants in water/wastewater resources 
is to combine two or more semiconductors to construct het-
erojunctions.[225] The interface between the components of 
heterojunctions materials plays an important role in tuning 
the photocatalytic properties and enhanced the visible light 
performance. The nanostructuring process has been revealed 
to improve the visible light optical absorption with improved 
photostability and photoactivity.[226] Tada et al.[227] and Libera 
et al.[228] were the first to synthesize and deposit FeOx nano-
clusters using chemisorption–calcinations-cycling and atomic 
layer deposition, respectively. Both methods showed band 
gap reduction and enriched visible light performance owing 
to the FeOx clusters shifting the VBM of titania nanocluster. 
According to Tian et al.,[229] ideal heterostructures in photocata-
lyst should have: (1) enhanced charge separation to form more 
active radicals; (2) high effective light absorption to make use 
of the wider portion of the solar energy and (3) large surface 
area. In heterostructures, the cocatalyst should (1) catalyze the 

surface reactions, (2) provide oxidation or reduction active sites, 
and (3) trap the photogenerated charge carriers to restrain their 
recombination rate. Hence, it is significant to find a suitable 
photosensitizer, which can couple with the semiconductor-
based photocatalyst to enhanced photocatalytic activity, stability, 
and selectivity. Recently, several heterostructures such as TiO2/
Bi2WO6,[230] CuS/ZnO,[231] Cu2O/SrTiO3,[232] TiO2/ZnO,[233] 
MoS2/SrTiO3,[234] SrTiO3/TiO2,[235] CdS/Ta2O5,[236] Bi2O2CO3/
Bi2MoO6,[237] BiOBr/ZnFe2O4,[238] BiVO4/WO3,[239] Bi4Ti3O12/
TiO2,[240] SnOx/ZnGa2O4,[241] and others have been found to 
exhibit enhanced visible-light absorption with improved photo-
activity. Considering these experimental findings, it is signifi-
cant to know the underlying origin of the enhanced visible light 
performance of these hybrid nanocomposites. Without fully 
understanding of theses fundamental electronic structures, it 
is difficult to optimize and enhance the photocatalytic activity. 
Recently, first-principles prediction on heterostructures photo-
catalysis has emerged as a new discipline in science and tech-
nology. First-principles calculation allows the fundamental 
understanding of material and process, interprets experimental 
data from diverse experimental techniques, and opens exciting 
possibilities to design novel material. First-principles calcula-
tions on heterostructures that contain relevant interface of the 
constituent materials are used to study interface effects. For 
example, the interfacial properties of WO3/BiOCl heterojunc-
tion were explored through DFT study with PAW method and 
PBE of the GGA functional for exchange-correlation effects.[242] 
The atoms of the interface models were relaxed and the inter-
face distance optimized with conjugate gradient approach. The 
PDOS analysis revealed a suitable band alignment induced 
by the interfacial structures with enhanced separation of the 
excited carriers to reduce the recombination rate of the pho-
togenerated charge carriers. The absence of interfacial gap 
states influences the charge migration from the VBM of BiOCl 
to the CBM of WO3. Moreover, the optical absorption response 
of WO3/BiOCl heterojunction was observed to shift to a longer 
wavelength region compared to the bulk BiOCl (Figure 6).

Adv. Sustainable Syst. 2017, 1700006

Figure 6. Optical absorption spectra of BiOCl, WO3, and WO3/BiOCl het-
erojunction. Adapted with permission.[242] Copyright 2014, Royal Society 
of Chemistry.
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Although there is no previous experimental study on Ga2O3-
modified TiO2, there have been some studies on MgO-modified 
TiO2.[243] First-principles study of these heterostructures con-
firms previous experimental results. Band gap reduction and 
enhanced separation of charge carrier with improved photo-
catalytic activity after light excitation were observed when 
MgO/Ga2O3 was modified with TiO2 through DFT + U method 
with Blöchl’s PAW approximation for the core–valence inter-
action and the PW91 functional for the exchange-correlation 
effect.[244] In this system a U parameter was applied to the Ti 
3d state, as well as the O 2p state because the traditional DFT 
approach cannot effectively account for the localized oxygen 
hole states.[245] For instance, the excited state of MgO(Ga2O3)/
TiO2 heterostructures reveal that upon light excitation, the elec-
tron–hole pairs were able to be separated onto the TiO2 sur-
face, thereby reducing the charge recombination and enhance 
its photocatalytic performance. Through plane wave basis set 
and PW91 for the exchange-correlation functional, incorpora-
tion of Bi2O3 nanoclusters into rutile TiO2(110) crystal structure 
resulted in band gap narrowing owing to the upward shift of the 
VB edge.[246] Based on the electron–hole localization analysis, 
the photoexcited states demonstrate improved charge separa-
tion when Bi2O3 was coupled with monolayer rutile TiO2(110) 
surface. Within DFT + U method, the origin of the improved 
photoactivity of TiO2 modified with iron oxide species (FeO, 
FeO2, and Fe2O3) was contributed by the charge separation 
at the TiO2 surface.[247] The Blöchl’s PAW method and PW91 
approximation was employed to account for the core–valence 
interaction. In addition, the PEDOS analysis reveal that the 
iron oxide clusters adsorbed at the TiO2(001) surface was stable 
and lied above the VB to narrow the band gap toward the vis-
ible light region. Furthermore, the excess spin density showed 
an excess spin electron on each Fe in the adsorbed FeOx 
(x = 1, 2, 3) with no unpaired electrons on the Ti surface.[247] 
A significant charge separation of the charge carriers onto the 
surface of the anatase TiO2 and the Sn(II)O nanocluster was 
observed.[248] In addition, the spin density showed a localized 
hole on the two SnO bonds.

Through DFT + U approach with PAW potentials for 
the core–valence interaction and PW91 functional for the 
exchange-correlation, the enhanced photoactivity of rutile TiO2 
modified with ZnX (X = O, S, Se) nanocluster was attributed 
not only to the localized holes and electrons on the TiO2 sur-
face but also to the low coordinated anion site on the adsorbed 
ZnX nanoclusters.[249] The nature of the CB and VB edges, as 
well as the band gap reduction, were controlled by the oxida-
tion state of Pb in the supported PbO nanocluster based on 
DFT + U approach with a U value of 4.5 eV for Ti 3d state and 
PAW potentials for the core–valence interaction.[250] Within 
DFT + U approach and PW91 approximation, the enhanced 
visible light absorption and band gap reduction of TiO2 nano-
cluster modified rutile TiO2 were ascribed to the new nano-
cluster derived states formed at VBM edge.[251] The PDOS 
analysis revealed an upward VB shift and narrow band gap, 
owing to the formation of derived state, while the CB remain 
unchanged with contribution from Ti 3d state. The band align-
ment significantly favored the separation of the electron–hole 
pairs after light excitation with enhanced photocatalytic activity 
of the nanocomposite.

Currently, noncovalent forces, such as van der Waals interac-
tion and hydrogen bonding are essential to the formation and 
stability of photocatalyst materials. However, this long-range 
interaction cannot be accounted properly by the most sophis-
ticated gradient-corrected XC, local-density the functionals 
of DFT and the HF wave function. Recently, several hybrid 
semiempirical approaches have been developed to introduce 
damped atom-pairwise dispersion correction of the form C6R−6 
to the DFT method. These methods offer the best compromise 
between the necessity to enhance nonbonding interaction and 
the cost of calculation of the dispersion terms. A comprehen-
sive study has shown that the combination of semiempirical 
with DFT method and pairwise corrections offers a dramatic 
enhancement compared to the traditional DFT methods in 
terms of energy calculation and structure description. This 
approach has been established to evaluate the role of long-
range dispersion interactions at the interface of semiconductor-
based heterojunction materials. For instance, the carrier separa-
tion, as well as the restrained recombination of e−/h+ pairs in 
g-C3N4/CdS(110) interface, was found to be influenced by the 
internal electric field using HSE06 hybrid functional with PAW 
and PBE-D2 method for long-range van der Waals interaction 
due to the presence of weak bonding interaction between CdS 
and g-C3N4.[252] In addition, g-C3N4/CdS heterojunction exhib-
ited higher quantum efficiency under simulated visible light 
irradiation than the individual g-C3N4 and CdS. As shown in 
Figure 7, the lower work function of g-C3N4 indicated electrons 
might flow from g-C3N4 to CdS. Hence, g-C3N4 may be posi-
tively charged, while CdS may be negatively charged near the 
interface owing to electrostatic induction.

Due to the pinning of the Fermi level at the energetic posi-
tion of charged surface states, a built-in electric field directed 
from g-C3N4 to CdS occurred to reduce the electron–hole 
recombination. Moreover, the built-in electric field at the inter-
face enhances the separation and migration of the photogen-
erated electron–hole pairs, thereby enhancing the photocata-
lytic performance of the nanocomposite. The built-in electric 
field refers to the interfacial electric dipole field generated by 
the electron–hole separation at the semiconductor heterostruc-
tures. A photocatalyst material with a built-in electric field at 
the semiconductor interface might be an ideal redox mediator-
free system. The built-in electric field below the semiconductor 
surface is one of the main driving force for charge separation 
during photocatalysis process.[253] In the space charge region, 
the band edges potential may be shifted continuously due to 
the built-in electric field at the junction.[254] Therefore, the exci-
tation of photogenerated electrons and holes across the inter-
face can participate in the redox reaction.[255]

To characterize the various band alignments that normally 
occurred in nanocomposites, three types of heterojunction were 
considered as shown in Figure 8.

A Type-I heterojunction occurs when the CB and VB of com-
ponent B is at a lower and higher energy than component A. 
Hence, electrons and holes will be transferred and accumulate 
on component A. In addition, a type-II heterojunction occurs 
when the photoexcited electrons are transferred from compo-
nent B to component A owing the higher negative potential of 
B compared to A. The photoinduced holes can be transferred 
in the opposite direction to the enhanced the charge separation 

Adv. Sustainable Syst. 2017, 1700006
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and the photocatalytic performance. Type-III heterojunction 
is similar to the Type-II heterojunction but the most promi-
nent difference in the CB and VB edges, which offers a higher 
driving force to the charge transfer.[256]

The energetic, optical and electronic properties of a 
g-C3N4(001)/BiVO4(010) nanocomposites has been explored 
using GGA + U method with PAW approach for the core–
valence interaction and GGA of the PBE for the exchange-
correlation effect.[257] In addition, the DFT-D3 method[258] 
with Becke and Johnson-damped[259] van der Waals cor-
rection proposed by Grimme was adopted since weak 
bonding interactions were expected to play an essential 
role in this nanocomposite. The g-C3N4/BiVO4(010) nano-
composite exhibited a favorable type-II band alignment to 
enhance the separation of the photogenerated charge car-
riers and restrain the recombination rate, thereby improving 
the photocatalytic performance of the nanocomposite. 

Moreover, the charged interface of the g-C3N4/BiVO4(010) 
nanocomposite was comparable to the space charge region 
of the novel g-C3N4/MoS2 nanocomposite.[260] Based on 
HSE06 hybrid functional with GGA of PBE form and van 
der Waals correction proposed by Grimme, the calculated 
band alignment between MoS2 sheets and g-C3N4 mono-
layer showed an increase of 0.15 and 0.83 eV by the VBM 
and CBM, respectively of the g-C3N4 monolayer compared to 
the MoS2 sheet. The frozen-core PAW method was used to 
account for the core–valence electrons effects. The predicted 
type-II band alignment allows the effective transfer of the 
photogenerated electrons from the monolayer g-C3N4 to the 
MoS2 sheet (Figure 9).

This charge transfer results in a polarized field within the 
interface region to enhance the separation of the photogen-
erated charge carriers and the redshift absorption of the hybrid 
layered nanocomposite.

Adv. Sustainable Syst. 2017, 1700006

Figure 7. Band edge positions before and after contact of g-C3N4 and CdS where CBO, VBO, Eg, and EF represent the CB offset, VB offset, band gap, 
and Fermi energy level, respectively. Adapted with permission.[252] Copyright 2015, Royal Society of Chemistry.

Figure 8. The various types of heterojunctions. a) Type I, b) type II, and c) type III, where A and B correspond to semiconductor A and B, respectively.
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The electronic structure and optical property of WS2/MoS2 
composite were studied and the composite exhibited a stag-
gered type-II band alignment due to the photoexcited electrons 
migration from the VB of WS2 into the CB of MoS2.[261] The 
proper charge distribution at the interface facilitated the separa-
tion of charge carriers to restrain the photogenerated electron–
hole pairs recombination.

4.4. Nanocarbon-Based Composite

Carbon has been established to create apparent solid-state 
allotropes with various properties and structures ranging 
from sp3-hybridized diamond to sp2-hybridized graphite.[262] 
Carbon nanomaterials, are consisted to be comprised of solely 
sp2 bonded graphitic carbon, which is observed in all reduced 
dimensionalities, such as fullerene, graphene derivatives, 
and carbon nanotubes (CNTs). CNTs, graphene derivatives, 
and fullerene have recently been used to interface with sem-
iconductor-based photocatalysts to enhance their visible-light 
activity compared to the bulk semiconductors.[263] The improved  
photocatalytic activity of carbon/semiconductor nanocompos-
ites is normally attributed to the electron-accepting, as well as 
the transport properties of carbon nanomaterials due to their 
ability to provide a conducive route to direct the migration 
of the photogenerated charge carriers.[264] In addition, their 
uncommon chemical and physical properties have influenced a 
comprehensive investigation on carbon nanomaterials owning 
to their great promising applications.[265]

4.4.1. Carbon Nanotube

Carbon nanotubes arose into the scientific spotlight in 1991,[266] 
and since then CNTs have been a focal point of several studies. 
As a metal-free cocatalyst, CNT materials exhibited strong 
potential to enhance the activity of the photocatalytic H2-produc-
tion[267] and degradation of pollutants[268] owing to their large 
specific area (>150 m2 g−1), as well as outstanding mechan-
ical and electronic properties.[269] The synergetic effect and 

enhanced photocatalytic performance of CNTs/semiconductor 
materials, where CNTs act as an electron sink to decrease the 
recombination of the of charge carriers as well as a photosen-
sitizer to generate electrons and holes have been observed.[270] 
For example, enhanced visible-light absorption of Ag-doped 
and pure ZnO single-walled CNTs have been observed using 
GGA + U approaches with double numerical plus d-functions 
basis set and effective core potentials.[271] In addition, the 
enhanced absorption intensity of Ag-doped ZnO nanotubes was 
attributed to the increase concentration of Ag. Efficient charge 
separation and visible-light photoactivity across the interface of 
CNT/TiO2 hybrid materials compared to the metallic CNT/TiO2 
system have been reported based on DFT + U method with PBE 
parametrization of the GGA.[272] The onsite U and J value of 6.0 
and 0.5 eV, respectively, were used for the Ti 3d states. By con-
trast, a significant charge transfer from the metallic CNT to the 
TiO2 was observed due to the strong interaction between them, 
which later decreases the built-in potential and the charge sepa-
ration. The CNTs introduced onto the TiO2 surface contributed 
to the reduced recombination of the photogenerated charge 
carriers as well as the enhanced photocatalytic performance of 
TiO2/CNT nanocomposite under simulated visible light irradia-
tion based on the framework of DFT as implemented in Dmol3 
package with PBE parametrization of GGA for the exchange-
correlation potential.[273] Ultrasoft pseudopotential was used to 
treat the electron–core interaction of all the atoms within the 
nanocomposite.

4.4.2. Fullerenes

Fullerenes (C60) serve as another allotrope of C with a special 
electronic property. Here, C60, C26, and C20 are considered as 
the typical fullerenes, inspired by their unique properties and 
structures.[274] The C60 with a closed-shell configuration com-
prising of 30 bonding molecular orbitals with 60 π-electrons 
induce effective electron transfer.[275] The unusual structure 
of C60 serve as an outstanding electron acceptor to effectively 
enhance the photoinduced charge separation.[276] C20 which 
consists mainly of pentagons is the smallest among the 
fullerene forms,[277] while fullerene C26 is an intermediate and 
pure open-shell compound.[278]

Fullerenes are known as single oxygen sensitizers to the elec-
tron acceptor–donor and have been used in photocatalysis.[279] 
In photocatalytic systems, fullerene can create a space poten-
tial difference to enrich the separation and migration of the 
photogenerated charge carriers, as well as tuning the band 
gap.[280] The amount of charge transfer in WS2/fullerenes[281] 
and MoS2/fullerene (C60, C26, and C20)[280] heterostructures 
was found to depend on the nature of the fullerene. In addi-
tion, a type-II staggered band alignment, which was formed 
in the MoS2/C20 and WS2/fullerenes heterostructures, con-
tributed to the enriched photocatalytic performance and the 
reduced charge recombination. Fullerene modification was 
found to be a useful approach to enhance the photoactivity of 
Ag3PO4 via plane wave DFT/LDA + U approach implemented 
in CASTEP code.[282] The U parameters of 7.2, 7.0, and 7.0 eV 
was used for the Ag 4d, O 2p, and P 3p states, respectively. 
The nanocomposites showed band gap reduction, improve 
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Figure 9. Illustration of the transfer of the photogenerated charge car-
riers in the g-C3N4/MoS2 nanocomposite. Adapted with permission.[260] 
Copyright 2014, Royal Society of Chemistry.
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photoinduced electrons transfer and visible light optical absorp-
tion compared to the pure Ag3PO4. In addition, a type-II stag-
gered band alignment was obtained at the interface of C26/
Ag3PO4 nanocomposite, which effectively reduced the charge 
recombination to enhance the photocatalytic performance. 
Enhanced photocatalytic activity of anatase TiO2 by fullerene 
modification was studied within PAW method and GGA func-
tional of the PW91.[283] The improved charge separation and 
visible light absorption of C60/TiO2 surface contributed not only 
to the band gap narrowing but also the formation of additional 
states between the VB and CB. In all these nanocomposites, 
the role of fullerene was (1) to act as space potential difference 
and sensitizer to enhance the separation of the photogenerated 
charge carriers, and (2) to tune the band structure of the nano-
composites by narrowing their band gap. These results revealed 
narrowed band gap of the nanocomposites when the semicon-
ductor-based photocatalysts were incorporated with fullerene, 
which subsequently enhanced their visible light absorption and 
photocatalytic performance. In addition, the electrostatic poten-
tial distributions at the interface with the potential of the nano-
composites higher than that of the fullerene could significantly 
decrease the recombination of charge carriers and enhanced 
the photocatalytic performance. These studies offer an in-depth 
knowledge into optimizing the photocatalytic properties of 
fullerene-based photocatalyst materials.

4.4.3. Graphene

Graphene (GR), with a 2D hexagonal structure of sp2 hybrid-
ized C atoms, exhibits remarkable properties, such as high 
thermal conductivity (≈2000 to 5000 W m K−1), fast mobility 
of charge carriers (≈100 000 cm2 V−1 s−1), large theoretical spe-
cific expose area (≈2630 m2g−1), superior mechanical strength 
(2.4 ± 0.4 TPa), good optical transparency, and ability of sus-
taining large electrical current density (108 A cm−2).[284] All 
these properties make graphene a viable cocatalyst to accept 
electrons for exciton separation. Graphene, being a fascinating 
material has potential applications in water treatment.[285]

An ideal graphene sheet is considered as an infinitely large 
aromatic molecule devoid of C vacancies.[286] The C atoms form 

three strong CC bonds with the three adjacent C atoms, while 
the remaining π-orbital overlaps to produce a π*-state CB and a 
π-state VB. The VBM and CBM of graphene meet at K and K′ 
points (Fermi level), which is positioned at the corners of the 
honeycomb Brillouin zone as shown in Figure 10a.[287]

The VB and CB of graphene at the Brillouin zone corners 
makes a graphene sheet a zero band gap semiconductor.[288] 
The close carbon–carbon distance leads to intensive overlap-
ping of electronic bands with the electrons and holes in gra-
phene behaving similarly to mass-free charges.[289] Tuning the 
electronic properties of graphene by introducing heteroatoms 
or functionalities extends the applications of graphene to photo-
catalysis processes.[290] Doping graphene with several groups 
of functionalities can induce an n- or p-doped conductivity 
based on the nature of the Fermi level shifted by the dopant 
(Figure 10). Under simulated sunlight irradiation, the generated 
electrons of GR/semiconductor nanocomposites are captured 
by GR and simultaneously migrated to the GR surface, which 
eventually restrain the recombination rate of the charge carriers. 
As a result, graphene-based semiconductor nanocomposites 
has abundantly been applied in the photodegradation of pol-
lutants.[291] Since graphene was discovered in 1986,[292] several 
graphene composites with semiconductors, such as TiO2,[293] 
MoSe2,[294] ZnO,[295] Ag3PO4,[296] MoS2,[297] SnO2,[298] and others 
have been reported as excellent photocatalyst materials. In order 
to comprehend the influence of interface structure on the semi-
conductor properties of graphene, the interface of graphene on 
ZnO slabs and layers were reported via double numeric quality 
basis set and semicore pseudopotentials approach with GGA 
functional of PBE for exchange-correlation effect.[299] Weak inter-
actions between graphene sheet and ZnO layers was found. 
However, the thick ZnO slabs with polarized surfaces showed 
stronger binding energies and larger charge transfers. The syn-
ergistic effect of TiO2/graphene/MoS2 ternary nanocomposites 
was explored via conjugated gradient minimization technique  
with double zeta plus polarization basis sets and norm-con-
serving pseudopotential.[300] The enhanced electron–hole sepa-
ration in the TiO2 clusters was due to the accumulation of 
the excited electron in the MoS2 film and graphene. Through 
plane-wave method and ultrasoft pseudopotential, graphene 
with epoxy interaction with TiO2 cluster exhibited high binding 
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Figure 10. a) Graphene band structure and b) Fermi level position. Reproduced with permission.[287] Copyright 2010, American Chemical Society.
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energy and stronger electron cloud overlaps compared to pris-
tine graphene and graphene with monovacancy models.[301] 
Through LDA method with plane wave basis set and norm con-
serving pseudopotential, the enhanced visible light absorption of 
TiO2(001)/graphene nanocomposite was contributed by the gra-
phene hybridization.[302] For instance, the TiO2-epoxy graphene 
nanocomposite showed the lowest excitation energy and the 
highest binding energy compared to the other nanocomposites 
due to its zero band gap. The PDOS and energy bands results 
offer significant information on the photocatalytic mechanism 
relating to the electron excitations from the O 2p state to the C 
2p of the nanocomposites. The enhanced charge transfer from 
graphene to rutile TiO2

[303] and ZnO[304] was attributed to the 
large work function difference at the interface. Moreover, elec-
trons in VBM, VB-1, VB-2, and VB-3 are excited into the surface 
of Ti 3d states under visible-light irradiation (Figure 11).[303b]

The enhanced charge transfer and visible light absorp-
tion of graphene/anatase TiO2 (G/ATN)[305] and graphene/
Bi2WO6(010)[306] nanocomposites was attributed to the differ-
ence in their work functions within first-principles DFT cal-
culation. The Bader charge and charge distribution analysis 
revealed a strong covalent bonding between graphene and 
monolayer Bi2WO6(010) surface, which induces a narrow band 
gap. In addition, both G/ATN and graphene/Bi2WO6(010) 
exhibited high visible light photocatalytic performance com-
pared to the pure TiO2 and Bi2WO6 facets, respectively.

Through LDA and DFT-D2 method proposed by Grimme, the 
interfacial interaction between graphene and SrTiO3,[307] ZnO,[304] 

and Ag3PO4
[308] nanocomposites were due to van der Waal inter-

actions rather than covalent forces. Fe-doped TiO2/graphene 
nanocomposites were reported to show higher stability than 
TiO2/GR nanocomposites owing to the higher charge transfer 
from the doped semiconductor to the GR sheets.[309] Structural 
and molecular adsorption of TiO2 adsorbents on functionalized 
graphene and pure graphene nanoribbons were also investigated 
within GGA functional of PW91 and PAW scheme.[310] A signifi-
cant physical adsorption of TiO2 nanostructures on all the chem-
ical adsorption sites of functionalized graphene nanoribbons, as 
well as graphene sheets, was found. Through GGA of Perdew–
Wang99 functional and semicore pseudopots method, the elec-
tronic properties and chemical structure of titania/graphdiyne 
(GD) and titania/graphene (GR) nanocomposites with different 
titania facets were studied.[311] Superior charge separation and 
oxidation properties of TiO2(001)-GD composite compared with 
the pure TiO2(001)-GR and TiO2(001) composite was established 
via HSE06 hybrid functional and PAW method. The charge 
redistribution at the interface of GR/g-C3N4 nanocomposites led 
to strong electron accumulation below the g-C3N4 monolayer 
and electron depletion above the GR sheet to enhanced the sepa-
ration of H2O reduction and oxidation reactions.[312]

4.4.4. Graphene Oxide and Reduced Graphene Oxide

Graphene oxide (GO) is a GR sheet with epoxy and hydroxyl 
groups on the basal plane as well as quinone, carboxyl, 
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Figure 11. Electron and hole density plot distributions for the CB and VB states. Adapted with permission.[303b] Copyright 2011, American Chemical 
Society.
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lactone, phenol, and carbonyl at the sheet edges.[313] The 
polar oxygen functional groups make GO negatively charged 
and hydrophilic in many solvents, especially in water.[314] 
Chemical treatment or thermal annealing can remove the 
functional groups on graphene oxide to form reduced gra-
phene oxide (rGO).[315] rGO is an excellent adsorbent toward 
aromatic pollutants compared to GO sheet due to its excel-
lent hydrophobicity, lower oxygen content, and large sur-
face area.[316] rGO with a superior electrical conductivity 
and enhance carrier charge mobility proved as good media 
for electron transfer.[317] GO has been synthesized using 
Hummers’ method.[318] Formerly, graphene oxide model 
was formed as a regular and periodic lattice structure. As 
at now, several structures of graphene oxide have been pro-
posed.[319] The Hofmann model involves epoxy groups which 
span over the basal plane with a general formula of C2O 
(Figure 12a).[320] Ruess[321] later modified the Hofmann model 
by including hydroxyl groups to replace the hydrogen atoms 
of GO (Figure 12b). The epoxide groups were removed in the 
Scholz–Boehm model (Figure 12c).[322] The Nakajima and 
Matsuo model[323] was based on the theory of a lattice frame-
work to create a stage 2 graphite intercalation compounds 
(GICs) (Figure 12d). GICs are complex materials having a 
CXm formula, where the Xn− or Xn+ ions are inserted between 
the oppositely charged carbon layers.[324]

In 1998, Lerf et al.[325] established a nonperiodic model 
(Figure 13), which consisted of hydroxyl and epoxy groups 
attached to the basal plane, with carboxyl and carbonyl groups 
attached to the edges.

The Lerf–Klinowski model[326] is nonstoichiometric and 
mostly amorphous owing to distortion from the high fraction 
of the sp3 CO bond. This model has become the most exten-
sively used model.[327] GO and rGO, having a tunable band 
gap (2.4–4.3 eV), large specific surface area, and the presence 
of several polar functional groups at the surface are extremely 
suitable 2D nanosheets.[328] GO alone can be used as a next-
generation photocatalyst because of its tunable electronic prop-
erties, depending on its applications.[329] The VB and CB of 
GO/rGO involve antibonding π-orbitals (π*-orbitals) of carbon 
atoms and 2π-bonding of oxygen. Concurrently, nanocom-
posites of GO and rGO, such as ZnS/rGO,[330] ZnO/rGO,[331] 
Ag3PO4/GO,[332] Cu2O/rGO,[333] MoS2/rGO,[334] SnS2/GO,[335] 
TiO2/rGO,[336] ZnO/GO,[337] CuS/GO,[338] ZnIn2S4/rGO,[339] and 
others have been shown to be high-performance photo catalysts. 
The search for efficient visible light harvesting systems has 
motivated several researchers to design GO(or rGO)-based semi-
conductor nanocomposites for photocatalysis application. How-
ever, the major issue of GO(or rGO)-based nanocomposites is 
to understand the interfacial interaction between the individual 
components in the nanocomposites. This challenge remains 
unclear after extreme experimental study. First-principles study 
has been the most promising tool to address the interfacial 
interaction, which is a contributing factor to photocatalysis. The 
electronic structure and interfacial charge transfer in hybrid 
CeO2/GR(rGO) nanocomposites have been investigated within 
DFT/LDA + U method with PAW approach.[340] LDA functional 
implemented was due to the long-range van der Waals inter-
action, which was anticipated to be significant in this system. 
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Figure 12. Structural models of GO proposed by a) Hofmann, b) Scholz–Boehm, c) Ruess, and d) Nakajima–Matsuo. Adapted with permission.[319] 
Copyright 2006, American Chemical Society.
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The interfacial interaction of CeO2/rGO was found to be much 
stronger than that of CeO2/GR due to effective charge separation 
across the CeO2/rGO interface. In the addition, the interfacial 
interaction was able to tune the band structure of the nanocom-
posites, making the CeO2(111)/GR nanocomposite a type-I band 
alignment, and the CeO2(111)/rGO nanocomposite a staggered 
type-II band alignment. Furthermore, the negatively charged 
O atoms on the rGO surface act as active sites to narrow band 
gap and improved the photocatalytic activity of CeO2(111)/rGO 
nanocomposite compared to the CeO2(111)/GR nano composite 
and the pure CeO2 nanocluster. The PBE of GGA with weak van 
der Waals correction based on Grimme’s scheme[341] was used to 
gain an in-depth knowledge of the improved visible light photo-
catalytic performance of the g-C3N4/rGO nanocomposites.[342] 
The optical absorption spectra of g-C3N4/rGO nano composites 
exhibited enhanced photo catalytic performance due to the nega-
tively charged oxygen atoms on the rGO surface, which was 
acting as active sites. The interaction at the interface was able 
to alter the band structures with a type-I heterojunction existing 
between the g-C3N4/rGO nanocomposite with a lower concen-
tration of O atoms, whiles a staggered type-II band alignment 
exists between the g-C3N4/rGO nanocomposite with a higher 
concentration of O atoms.

4.5. Challenges of First-Principles Calculations

Electronic structure studies on metals are capable of attaining 
accurate results and the limitations mostly center on the inclusion 
of entropy effects. For insulators and semiconductors, achieving 
such accuracies has been difficult owing to the approximations 
in the electron-correlation functionals, especially when com-
paring with experimental studies on charge transition. A large 
number of parameters, such as sampling of the Brillouin zone, 
the choice of basis set and supercell size are required in electronic 

structure calculations of any semiconductor-based photocatalyst 
materials. Although these parameters can be controlled because 
they can be gradually enhanced until convergence is achieved. 
However, sometimes the available computational resources limit 
the extent to which this convergence (supercell-size convergence) 
can be reached. Apart from the issue regarding the supercell 
size, an effective k-points sampling of the Brillouin-zone of elec-
tronic structure calculation is also significant. The Brillouin-zone 
integrations are obtained by replacing the integrals with a set of 
special points to offer a precise approximation of the integrated 
quantity and preserve the symmetry of the system. In principle, 
the Brillouin-zone integrations are generated by the Monkhorst–
Pack scheme[343] as a spaced mesh of m × m × m k-points in the 
k-space of the unit cell. Normally high symmetry points, such as Γ 
point need to be prevented to avoid the enclosure of local minima 
or maxima into the band structure. Consequently, odd values of 
“m” are utilized when Γ point is excluded from the Brillouin-
zone sampling. The required size of “m” is based on the physical 
quantity of the material under consideration and metals normally 
require extensively large k-point sets compared to semiconductors.

5. Conclusion and Outlook

Recently, semiconductor-based photocatalysts have received 
much attention, with TiO2 dominating as an essential material 
in the environmental remediation application. However, intrin-
sically most of these semiconductors are unable to show photo-
catalytic activity in the visible region due to their wide band 
gap. Moreover, high recombination rate is also another critical 
factor that reduces the solar energy conversion efficiency. Up to 
now, a wide-range of metal sulfides, oxides, and nitrides have 
been successfully designed for applications in the photodegra-
dation of pollutants and water splitting. In this review, we have 
extensively covered the fundamentals and underlying mecha-
nism of the enhanced optical absorption and photoactivity of 
semiconductor-based photocatalyst materials. For instance, 
band gap reduction and band alignments relative to the redox 
potential of water have also been reviewed in detail to account 
for the change in the photocatalytic performance. Moreover, 
the state-of-the-art first-principles calculation of semiconductor-
based photocatalyst materials was considered. We have also 
discussed how improvement in DFT extremely addressed the 
band gap issue with reference to the traditional GGA and LDA 
functionals, which have been used in photocatalysis for several 
years. First-principles calculations also offer an in-depth knowl-
edge into several physical properties, which are not accessible 
via experimental studies. Moreover, the reliability and accuracy 
of modern first-principles calculations are comparable to sev-
eral experimental studies.

Although considerable progress about the understanding of 
the optical and electronic properties of semiconductor photo-
catalysis has received much attention, research in this field is 
still at the fundamental stage and further improvements are 
needed. Understanding the charge transport mechanism in 
photocatalytic water splitting is essential to the reaction rate 
since the reaction is thermodynamically uphill and relies on 
the effective transfer of energetic charges. In addition, the 
control understanding of charge separation and transport in 
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Figure 13. The Lerf–Klinowski model.[325]
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multicomponent heterostructures have been progressively 
more difficult, since the interface properties of semiconductor 
photocatalyst materials determine the photocatalytic perfor-
mance. In addition, the mechanisms behind the overall photo-
catalytic enhancement of the semiconductor nanocomposites 
systems partially remain unexplained. Previous studies have 
demonstrated the advantages of carbon materials in facili-
tating water splitting, whereas the underlying charge transport 
mechanism for the illuminated carbon-based nanocomposites 
still remain controversial. With this understanding, the funda-
mental studies on the origin and underlying mechanism of vis-
ible light responsive photocatalysts, charge transfer and sepa-
ration at the interface may be explored. The interfacial contact 
and bonding between carbon nanomaterials and semiconduc-
tors in nanocomposites also need clarification. In literature, 
the improved photocatalytic activity has also been attributed to 
the synergistic effects induced by the interfacial interactions of 
semiconductors with carbon nanomaterials or other semicon-
ductors. Knowing the detailed electronic properties and the 
interfacial electron transfer process will aid the design and fab-
rication of best materials for photocatalytic water splitting.

The design of first-principles approaches and software pack-
ages allow experimentalists to fabricate existing and new mate-
rials. However, the major challenges involve the incorporation 
of first-principles calculations, databases, and atomistic mod-
eling into a single system, so that the realization of efficient 
design of hybrid materials, as well as visualizing their synthesis 
reactions can be achieved. Currently, the hybrid functionals, 
which provide accurate results in electronic structures, cannot 
clearly provide a universal solution to the long-range van der 
Waals interaction. Thus, new functionals, which can precisely 
address both the electron correlation effect and van der Waals 
interactions, are significant.
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[289] T.-F. Yeh, J. Cihlář, C.-Y. Chang, C. Cheng, H. Teng, Mater. Today 

2013, 16, 78.
[290] H. Liu, Y. Liu, D. Zhu, J. Mater. Chem. 2011, 21, 3335.
[291] T.-h. Ji, M. Sun, P. Han, Carbon 2014, 70, 319.
[292] H. P. Boehm, R. Setton, E. Stumpp, Carbon 1986, 24, 241.
[293] Q. Huang, S. Tian, D. Zeng, X. Wang, W. Song, Y. Li, W. Xiao, 

C. Xie, ACS Catal. 2013, 3, 1477.
[294] Y. Ma, Y. Dai, W. Wei, C. Niu, L. Yu, B. Huang, J. Phys. Chem. C 

2011, 115, 20237.
[295] B. N. Joshi, H. Yoon, S.-H. Na, J.-Y. Choi, S. S. Yoon, Ceram. Int. 

2014, 40, 3647.
[296] X. Yang, H. Cui, Y. Li, J. Qin, R. Zhang, H. Tang, ACS Catal. 2013, 

3, 363.
[297] Y. Ma, Y. Dai, M. Guo, C. Niu, B. Huang, Nanoscale 2011, 3, 3883.
[298] S. Zhuang, X. Xu, B. Feng, J. Hu, Y. Pang, G. Zhou, L. Tong, 

Y. Zhou, ACS Appl. Mater. Interfaces 2014, 6, 613.
[299] W. Geng, X. Zhao, H. Liu, X. Yao, J. Phys. Chem. C 2013, 117, 

10536.
[300] Y. Yuan, X. Gong, H. Wang, Phys. Chem. Chem. Phys. 2015, 17, 

11375.
[301] W. Geng, H. Liu, X. Yao, Phys. Chem. Chem. Phys. 2013, 15, 6025.
[302] H. Gao, X. Li, J. Lv, G. Liu, J. Phys. Chem. C 2013, 117, 16022.
[303] a) R. Long, ChemPhysChem 2013, 14, 579; b) A. Du, Y. H. Ng, N. J. Bell, 

Z. Zhu, R. Amal, S. C. Smith, J. Phys. Chem. Lett. 2011, 2, 894.
[304] X. Pengtao, T. Qing, Z. Zhen, Nanotechnology 2013, 24, 305401.
[305] X. Li, H. Gao, G. Liu, Comput. Theor. Chem. 2013, 1025, 30.
[306] F. Ren, J. Zhang, Y. Wang, W. Yao, Phys. Chem. Chem. Phys. 2016, 

18, 14113.
[307] Y.-C. Yang, L. Xu, W.-Q. Huang, C.-Y. Luo, G.-F. Huang, P. Peng, 

J. Phys. Chem. C 2015, 119, 19095.



www.advancedsciencenews.com

© 2017 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim1700006 (24 of 24)

www.advsustainsys.com

Adv. Sustainable Syst. 2017, 1700006

[308] L. Xu, W.-Q. Huang, L.-L. Wang, G.-F. Huang, P. Peng, J. Phys. 
Chem. C 2014, 118, 12972.

[309] F. Nasrin, A. Serge, A. C. Paul, Nanotechnology 2014, 25, 305601.
[310] S. Ayissi, P. A. Charpentier, N. Farhangi, J. A. Wood, K. Palotás, 

W. A. Hofer, J. Phys. Chem. C 2013, 117, 25424.
[311] N. Yang, Y. Liu, H. Wen, Z. Tang, H. Zhao, Y. Li, D. Wang, ACS 

Nano 2013, 7, 1504.
[312] Z. Ma, R. Sa, Q. Li, K. Wu, Phys. Chem. Chem. Phys. 2016, 18, 1050.
[313] G. Eda, M. Chhowalla, Adv. Mater. 2010, 22, 2392.
[314] O. C. Compton, S. T. Nguyen, Small 2010, 6, 711.
[315] S. Liu, T. H. Zeng, M. Hofmann, E. Burcombe, J. Wei, R. Jiang, 

J. Kong, Y. Chen, ACS Nano 2011, 5, 6971.
[316] S. Yu, X. Wang, Y. Ai, X. Tan, T. Hayat, W. Hu, X. Wang, J. Mater. 

Chem. A 2016, 4, 5654.
[317] N. Li, G. Liu, C. Zhen, F. Li, L. Zhang, H. M. Cheng, Adv. Funct. 

Mater. 2011, 21, 1717.
[318] D. R. Dreyer, S. Park, C. W. Bielawski, R. S. Ruoff, Chem. Soc. Rev. 

2010, 39, 228.
[319] T. Szabó, O. Berkesi, P. Forgó, K. Josepovits, Y. Sanakis, 

D. Petridis, I. Dékány, Chem. Mater. 2006, 18, 2740.
[320] U. Hofmann, R. Holst, Ber. Dtsch. Chem. Ges. 1939, 72, 754.
[321] G. Ruess, Monatsh. Chem. 1947, 76, 381.
[322] W. Scholz, H. Boehm, Z. Anorg. Allg. Chem. 1969, 369, 327.
[323] T. Nakajima, Y. Matsuo, Carbon 1994, 32, 469.
[324] N. Greenwood, A. Earnshaw, Chemistry of the Elements, 2nd ed., 

Butterworth-Heinemann, London, UK  1997.
[325] A. Lerf, H. He, M. Forster, J. Klinowski, J. Phys. Chem. B 1998, 102, 

4477.
[326] K. A. Mkhoyan, A. W. Contryman, J. Silcox, D. A. Stewart, G. Eda, 

C. Mattevi, S. Miller, M. Chhowalla, Nano Lett. 2009, 9, 1058.

[327] J. Kim, L. J. Cote, F. Kim, W. Yuan, K. R. Shull, J. Huang, J. Am. 
Chem. Soc. 2010, 132, 8180.

[328] R. Vinoth, P. Karthik, C. Muthamizhchelvan, B. Neppolian, 
M. Ashokkumar, Phys. Chem. Chem. Phys. 2016, 18, 5179.

[329] K. Krishnamoorthy, R. Mohan, S. J. Kim, Appl. Phys. Lett. 2011, 98, 
244101.

[330] E. S. Agorku, M. A. Mamo, B. B. Mamba, A. C. Pandey, 
A. K. Mishra, Mater. Sci. Semicond. Process. 2015, 33, 119.

[331] X. Liu, L. Pan, Q. Zhao, T. Lv, G. Zhu, T. Chen, T. Lu, Z. Sun, 
C. Sun, Chem. Eng. J. 2012, 183, 238.

[332] L. Liu, J. Liu, D. D. Sun, Catal. Sci. Technol. 2012, 2, 2525.
[333] M. Wang, J. Huang, Z. Tong, W. Li, J. Chen, J. Alloys Compd. 2013, 

568, 26.
[334] F. Meng, J. Li, S. K. Cushing, M. Zhi, N. Wu, J. Am. Chem. Soc. 

2013, 135, 10286.
[335] X. An, J. C. Yu, J. Tang, J. Mater. Chem. A 2014, 2, 1000.
[336] P. Wang, J. Wang, T. Ming, X. Wang, H. Yu, J. Yu, Y. Wang, M. Lei, 

ACS Appl. Mater. Interfaces 2013, 5, 2924.
[337] X. Liu, L. Pan, Q. Zhao, T. Lv, G. Zhu, T. Chen, T. Lu, Z. Sun, 

C. Sun, Chem. Eng. J. 2012, 183, 238.
[338] Y. Zhang, J. Tian, H. Li, L. Wang, X. Qin, A. M. Asiri, A. O. Al-Youbi, 

X. Sun, Langmuir 2012, 28, 12893.
[339] L. Ye, J. Fu, Z. Xu, R. Yuan, Z. Li, ACS Appl. Mater. Interfaces 2014, 

6, 3483.
[340] L. Xu, W.-Q. Huang, L.-L. Wang, G.-F. Huang, ACS Appl. Mater. 

Interfaces 2014, 6, 20350.
[341] S. Grimme, J. Comput. Chem. 2006, 27, 1787.
[342] L. Xu, W.-Q. Huang, L.-L. Wang, Z.-A. Tian, W. Hu, Y. Ma, X. Wang, 

A. Pan, G.-F. Huang, Chem. Mater. 2015, 27, 1612.
[343] H. J. Monkhorst, J. D. Pack, Phys. Rev. B 1976, 13, 5188.


