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Preface 

It is my great pleasure to present the fourth volume from our popular Book Series 
‘Advances in Sensors: Reviews’ started by the IFSA Publishing in 2012. The Vol. 4 of 
this book series is now published as an Open Access Book in order to significantly 
increase the reach and impact of this volume, which also published in two formats: 
electronic (pdf) with full-color illustrations and print (paperback). 

The fourth volume titled ‘Sensors and Applications in Measuring and Automation Control 
Systems’ contains twenty four chapters with sensor related state-of-the-art reviews and 
descriptions of latest advances in sensor related area written by 81 authors from academia 
and industry from 5 continents and 20 countries: Australia, Austria, Brazil, Finland, 
France, Japan, India, Iraq, Italia, México, Morocco, Portugal, Senegal, Serbia, South 
Africa, South Korea, Spain, UK, Ukraine and USA. Many of contributors of this Book 
Series are members of the editorials board of different journals related to the field and 
some of them are International Frequency Sensor Association (IFSA) members. 

Like the first three volumes of this Book Series, the fourth volume also has been organized 
by topics of high interest. In order to offer a fast and easy reading of each topic, every 
chapter in this book is independent and self-contained. All chapters have the same 
structure: first an introduction to specific topic under study; second particular field 
description including sensing or/and measuring applications. Each of chapter is ending by 
well selected list of references with books, journals, conference proceedings and web sites. 

This book ensures that our readers will stay at the cutting edge of the field and get the 
right and effective start point and road map for the further researches and developments. 
By this way, they will be able to save more time for productive research activity and 
eliminate routine work. 

Built upon the Book Series ‘Advances in Sensors: Reviews’ - a premier sensor review 
source, it presents an overview of highlights in the field and becomes. Coverage includes 
current developments in physical sensors and transducers, chemical sensors, biosensors, 
sensing materials, signal conditioning, energy harvesters and sensor networks. Sure, we 
would have liked to include even more topics, but it is difficult to cover everything due to 
reasonable practical restrictions. With this unique combination of information in each 
volume, the ‘Advances in Sensors: Reviews’ Book Series will be of value for scientists 
and engineers in industry and at universities, to sensors developers, distributors, and users. 

I hope that readers enjoy this book and that can be a valuable tool for those who involved 
in research and development of various physical sensors, chemical sensors, biosensors 
and measuring systems. 



Sensors and Applications in Measuring and Automation Control Systems 

 24

I shall gratefully receive any advices, comments, suggestions and notes from readers to 
make the next volumes of Advances in Sensors: Reviews book Series very interesting and 
useful. 

 
 
Dr. Sergey Y. Yurish   
 
Editor 
IFSA Publishing Barcelona, Spain 
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Chapter 1 
Irregular Arrays of Silver Nanoparticles  
on Multilayer Substrates and Their Optical 
Properties 

Victor Ovchinnikov1 

1.1. Introduction 

Plasmonic nanostructures are widely used in sensors, metamaterials, solar cells, photonics 
and spectroscopy [1-5]. Effective application of these structures is based on localized 
surface plasmon resonance (LSPR) demonstrated in ultraviolet, visible and infrared. The 
wavelength of LSPR depends on material and geometry of nanostructures, their 
interaction with each other and electromagnetic properties of environment, including 
substrate and capping layers. Despite on near field nature, LSPR can be observed in far 
field optical measurements due to variation in optical properties of the studied structures. 
Extinction is the most popular method of LSPR registration due to its simple 
implementation and straightforward interpretation, i.e., maximum position and width of 
extinction peak correspond LSPR wavelength and damping, respectively. However, 
extinction can be measured only for non-opaque structures, e.g., for nanostructures on 
transparent substrates or for plasmonic colloidal particles. At the same time, most of 
sensors are realized on opague substrates. Furthermore, extinction spectra are not effective 
for overlapped peaks, when spectral deconvolution is not obvious. 

LSPRs on opaque substrates can be visualized by different kinds of reflection and 
scattering measurements. However, peaks and troughs of specular reflectance do not 
correspond to LSPRs and spectrum analysis becomes problematic. Scattering 
measurements require special arrangement of light illumination (dark field) to separate 
low scattering signal from strong reflection background. It limits range of measured 
samples by plasmonic nanostructures on substrate surface and, for example, plasmonic 
nanoparticles inside of dielectric matrix cannot be analyzed. In case of correlated 
scattering centers, i.e., when array of coupled nanostructures is analyzed, correlation 
between scattered peaks and LSPRs is broken and LSPRs should be observed in specular 
reflectance. Additionally, scattering results are obtained in arbitrary units and cannot be 
                                                      

1 Victor Ovchinnikov  
   Department of Aatlo Nanofab, School of Electrical Engineering, Aalto University, Espoo, Finland 
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used for comparison of different experiments. This happens, due to the problems with 
measurement of scattered reference spectrum for calibration procedure. In contrast, 
reflection reference spectrum can be easily obtained for any material. Combination of total 
reflectance and diffuse reflectance is especially useful for analyzing plasmon structures, 
because the last one provides measurement of scattering in absolute values. 

In this chapter, we continue our study of reflection from irregular arrays of nanoparticles 
[6, 7] and propose to use total reflectance for identification of LSPR on opaque and 
transparent substrates. It is demonstrated that wavelength position of LSPR correlates with 
peak and trough of reflectance in a clear way. Furthermore, overlapped peaks manifest 
themselves separately in reflectance spectra and can be easily distinguished. 

This chapter is organized in a following way. In the subsequent Section 1.2, the details of 
sample preparation and the measurement procedures are presented. In Section 1.3, the 
results of the work are demonstrated for quartz and silicon substrates by scanning electron 
microscope (SEM) images as well as reflection and extinction spectra of the fabricated 
samples. The effect of additional dielectric layers on reflectance of silver nanoparticles is 
discussed in Section 1.4. Specific features appearing in UV part of reflection spectra are 
considered in Section 1.5. In Section 1.6, the conclusions are drawn. 

1.2. Experimental 

Quartz or crystalline Si wafers (100 mm in diameter, 0.5-mm-thick) were used as 
substrates. An Al2O3 layer was grown on the substrate by atomic layer deposition (ALD) 
and a SiO2 layer was created by thermal oxidation of the Si wafer. Silver layers with a 
thickness of 15 nm were deposited by electron-beam evaporation with deposition rate  
0.5 nm/s. Nanoparticle arrays were fabricated by ion beam mixing (IBM) or annealing of 
silver films. In case of IBM, Ag films were irradiated by 400 keV Ar ions at normal 
incidence and at low (1×1016 Ar/cm-2) or high (2×1016 Ar/cm-2) ion fluences to produce 
the nanoparticles as reported elsewhere [8]. Some samples were processed by IBM with 
Xe ions at dose 6×1015 Xe/cm-2. In the case of annealing, silver films were heated at  
350 ºC during 10 minutes. Annealing was done in a diffusion furnace in nitrogen ambient. 
A 13.56 MHz driven parallel plate reactor was used for dry etching. To cover the 
nanoparticles with a SiO2 layer plasma enhanced chemical vapor deposition (PECVD) 
technique was applied. Metal deposition and ion irradiation were performed at room 
temperature. To avoid silver oxidation, ALD and PECVD processes were run at reduced 
temperatures 200 ºC and 170 ºC, respectively. Further details about samples and 
processing can be found elsewhere [9, 10]. To examine the nanoparticle formation in the 
structures created, the images of the samples were taken with a Zeiss Supra 40 field 
emission scanning electron microscope. Three such images, depicting effect of IBM dose 
and mixing ions are shown in Fig. 1.1 (a, b, c). One more image of the sample prepared 
by annealing of silver film is presented in Fig. 1.1 (d). It cost to note, that IBM particles 
are partly submerged in the substrate (see inserts in Fig. 1.1). This burrowing of 
nanoparticle is larger for small nanoparticles, for high dose (Fig. 1.1(b)) of IBM and for 
Xe mixed samples (Fig. 1.1 (c)) The details of nanoparticle size distribution and sample 
surface morphology can be found elsewhere [8, 11]. 
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Fig. 1.1. Plan SEM images of (a) low, and (b) high dose Ar IBM samples, (c) Xe IBM sample,  
and (d) annealed sample. Scale bar is 200 nm. Inserts demonstrate arrangement of large  

and small nanoparticles on the sample surface. 

Optical extinction and reflection spectra were measured with a Perkin Elmer Lambda 950 
UV-VIS spectrometer in the range from 250 to 850 nm. Reflection spectra at the angle of 
light incidence 8º were obtained by using an integrating-sphere detector incorporated in 
the spectrometer. Either total reflectance or diffuse reflectance only can be measured by 
placing spectral on plate at the specular reflectance angle or removing it, respectively. 

1.3. Ag Nanoparticles on a Dielectric Substrate 

In this section, we study spectra of silver nanostructures on quartz and silicon substrates 
without additional sublayers. In subsections 1.3.1 and 1.3.2, Ag nanoparticles on quartz 
substrates are discussed, while the subsection 1.3.3 is devoted to Ag nanoparticles on 
silicon. 

1.3.1. Spectra of Ag Nanoparticles on Quartz Substrate 

Silver nanostructures on a transparent substrate without additional layers between 
nanostructures and the substrate are studied in this subsection. It simplifies spectrum 
analysis, because extinction spectrum can be also taken into consideration. In  
Fig. 1.2 (a, b) extinction, reflection and scattering of silver nanoislands on quartz substrate 

a) 

b) 

c) 

d) 
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are demonstrated for high and low dose of IBM, respectively. The corresponding SEM 
images of the samples are given in Fig. 1.1 (a, b). In the spectra, there are distinctly visible 
two areas: right one (wavelength more than 400 nm) with broad and intense peak in visible 
(VIS) range and left one (wavelength is less than 400 nm) with weak peak in ultraviolet 
(UV) range. Further, we call these parts as VIS and UV, respectively. The high amplitude 
peak is usually attributed to dipolar LSPR, whereas the low amplitude one is connected 
with quadrupolar LSPR [3, 11, 12]. Theoretically, LSPR exhibits itself at the same 
wavelength in extinction and scattering [2]. However, it is valid only for isolated 
nanoparticles without size variation. In Fig. 1.2 (a, b) we observe difference in peak 
positions for extinction and diffuse reflection, while coinciding for extinction and total 
reflection peaks. Standard explanation of the observed difference is the size variation of 
plasmon nanoparticles. Scattering cross-section is higher for larger nanoparticles 
possessing lower frequency LSPR, while extinction cross-section is higher for smaller 
nanoparticles having LSPR at higher frequency. As a result, extinction and scattering 
peaks are separated. The same argument is used for explaining an increased full width at 
a half maximum (FWHM) of peaks in comparison with calculated ones [2]. Peak 
asymmetry is usually explained by shape deviation of nanoparticles from sphere to 
ellipsoid. It results in splitting of one LSPR in two separate resonances (redshifted and 
blueshifted), which can lead to observable shape of dipolar peak. In Fig. 1.2 (a, b) the low 
dose sample demonstrates redshift of scattering in comparison with the high dose sample, 
because with increasing of IBM dose particle shape variation diminishes and particle size 
distribution converges to smaller size. 

UV resonance manifestation is usually attributed to valley near 360 nm in total reflection, 
as well as to peak at 350 nm in extinction [8, 11, 13] and is ascribed to quadrupolar 
resonance. There is also a peak at 330 nm clearly visible in total reflection of low dose 
sample in Fig. 1.2 (b). As a whole, UV features are more intense in low dose sample than 
in high dose one, but dipolar peak intensity is practically the same in both samples. 

According to Fig. 1.2, intensity of diffuse reflection is 20 times less than intensity of total 
reflection. Therefore, we can consider total reflection as specular one and assume that 
samples scatter most of radiation in direction of specular reflection. It is only possible, if 
all radiating points, i.e., silver nanoparticles work in phase and have similar radiation 
patterns. If we consider our samples as diffracting gratings, then specular reflection is 
possible at the zero-order grating condition on the period Λ, which is expressed as [14]. 

 , (1.1) 

 
where λ is the wavelength, θ is the incident angle and n is the refractive index of ambient. 
For θ = 8º and n = 1 the inequality (1.1) is simplified to Λ	 	λ. This condition is fulfilled 
for all wavelengths in our experiments and leads to specular reflection of the arrays despite 
of scattering of any individual nanoparticle. 
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Fig. 1.2. Spectra of (a) high, and (b) low dose Ar mixed samples, and (c) SiO2 capped sample. 

To get additional information about sample optical properties, variation of dielectric 
environment was done. To increase or decrease ε, Ag nanoparticles were covered (capped) 
by oxide layer or elevated on pillars, respectively. Capping was realized by IBM of oxide 
covered silver film. A 12 nm thick film of PECVD SiO2 was deposited on Ag film before 
IBM, what resulted in Ag nanoparticles embedded inside of SiO2 matrix. Fig. 1.2 (c) 
shows spectra of Ag nanoparticles capped by SiO2. Intensities of VIS extinction and total 
reflection became higher than in uncapped sample. It can be connected with higher silver 

0

0,2

0,4

0,6

0,8

1

0

0,2

0,4

0,6

O
p
ti
ca
l d

e
n
si
ty

R
e
fl
e
ct
an

ce

Total

Diffuse, x10

Extinction

0

0,2

0,4

0,6

0,8

1

0

0,2

0,4

0,6

O
p
ti
ca
l d

e
n
si
ty

R
e
fl
e
ct
an

ce

Total

Diffuse, x10

Extinction

Absorptance

0

0,2

0,4

0,6

0,8

1

0

0,2

0,4

0,6

200 300 400 500 600 700 800

O
p
ti
ca
l d

e
n
si
ty

R
e
fl
e
ct
an

ce

Wavelength (nm)

Total

Diffuse, x10

Extinction

Absorptance

a) 

b) 

c) 



Sensors and Applications in Measuring and Automation Control Systems 

 30

amount in capped sample, because capping layer prevents Ag sputtering during IBM. 
Additionally, VIS peaks are much wider, due to increased extinction and reflection at long 
wavelengths. The sharp UV valley at 350 nm in total reflection disappeared. Additionally, 
in Fig. 1.2 (b, c) is also shown absorptance 

 RTA 1 , (1.2) 

where T and R are the transmittance and reflectance, respectively. In comparison with 
uncapped samples, the quadrupolar peak of absorptance (380 nm) and dipolar peak of total 
reflectance were redshifted on 30 nm and 20 nm, respectively. It happened due to 
increasing of ambient ε (nanoparticles are embedded in SiO2 matrix). 

The high and low dose samples were additionally treated by reactive ion etching (RIE) 
during 5 and 15 minutes as reported elsewhere [5, 15, 16]. As a result, oxide between Ag 
nanoislands was removed and SiO2 pillars with a height of 15 and 50 nm were fabricated. 
Ag nanoparticles were saved at the top of pillars. The purpose of experiment was to change 
the dielectric environment and to reduce possible coupling between nanoparticles. The 
obtained spectra of pillar samples are shown in Fig. 1.3. 

 

Fig. 1.3. Spectra of samples after RIE with different time: (a) high dose sample, 5 minutes,  
and (b) low dose sample, 15 minutes. 
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In both samples intensity of extinction and total reflection decreased 1.5 and 3 times, 
respectively, but intensity of absorptance and scattering increased 2 and 2.5 times, 
respectively. The dipolar extinction, absorptance and scattering peaks were blueshifted on 
30 - 50 nm, due to replacing SiO2 (ε	= 2.1 at 633 nm) between nanoparticles by air (ε	=1). 
The UV peak of absorptance was replaced by corresponding shoulder. At the same time, 
the peak of total reflection was shifted only in high dose sample (Fig. 1.3 (a)) and saved 
its position in low dose sample. The UV peak/valley in reflectance converted to shoulder 
for high dose sample and to broad depression for low dose sample. 

Comparison of spectra in Figs. 1.2, 1.3 leads to conclusion that peaks of extinction and 
diffuse reflection are connected with average positions of LSPRs. However, these 
positions are ascribed to LSPRs of different nanoparticles (small and large, respectively), 
what results in peak deviation exceeding 50 nm. At the same time, behavior of total 
reflection is still unclear and several moments should be considered in details. First of all, 
it concerns invariability of total reflection peak in Fig. 1.2 (b) and Fig. 1.3 (b), despite of 
changing of dielectric environment. According to LSPR theory [2] the peak must be 
blueshifted in RIE treated sample due to decreasing of effective dielectric constant ε. 
Then, it is unclear why dipolar and quadrupoalr LSPRs are observed in different way in 
total reflection, i.e., as peak and valley, respectively. And at last, it is required to consider 
the difference in peak positions of absorptance and total reflection of the same sample, 
which varies from zero in Fig. 1.2 (a, b) to 30 nm in Fig. 1.3 (b). 

1.3.2. Analysis of Obtained Results 

In disordered array of nanoparticles LSPR happens only in part of nanoparticles at any 
wavelength. Other particles reflect in nonresonant mode like a continuous film consisting 
from mixture of silver and air. This reflection is strong, creates interference and should be 
distinguished from LSPRs in reflection spectra. In case of absorption measurements, 
background from nonresonant particles is weak and does not affect on resonance peak 
position. 

The identification of resonance features in total reflection, can be done by comparison of 
obtained spectrum with nonresonant one, e.g., spectrum of silver film. In Fig. 1.4 
reflectance of low dose IBM sample is given together with reflectance of 8 nm thick silver 
film on glass. It can be supposed that dipolar resonance is responsible for increasing of 
reflectance in the range of 380 - 480 nm and decreasing of reflectance for wavelengths 
beyond 480 nm. In turn, quadrupolar resonance is connected with formation of UV valley 
at 360 nm. However, intensity of light reflection depends not only on LSPR of particles, 
but also on radiation pattern of particles and interference of emitted light. Therefore, 
possible reflection from quartz substrate and angular dependence of radiation intensity 
should be taken into account. 

Interference is inseparably linked with phase change in the system. In case of plasmon 
particle near the interface, phase variation happens due to LSPR and reflection from 
interface. Nanoparticle radiates light with phase shift Δφpl appearing between incident and 
emitted radiation [1] 
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Fig. 1.4. Comparison of reflection from Ag nanoparticles and silver film. 

 ∆ , (1.3) 

where β is the damping constant, ω0 is the plasmon resonance frequency and ω is the 
frequency of incident wave. According to (1.3), Δφpl is changed from 0º at low frequency 
to 180º at high frequency and is equal 90º at the resonance frequency. In case of interacting 
particles, the original LSPR is splitted in longitudinal and transverse resonances (Fig. 1.5) 
and the same takes place with phase shift. Longitudinal LSPR is redshifted and have Δφpl 
in the range of 0º - 90º, transverse LSPR is blueshifted and have Δφpl in the range of  
90º - 180º. 

 

 (a) (b) 

Fig. 1.5. Interaction of nanoparticles: (a) longitudinal LSPR, (b) transverse LSPR. 

Radiation emitted by nanoparticle is reflected by substrate with variable intensity and 
phase, which depend on nanoparticle and substrate properties. High reflectance and broad 
phase variation facilitate appearing of interference. Reflected light propagates back to 
nanoparticle and interact with its electromagnetic field. As a result, substrate and a 
nanoparticle create an optical cavity in which the nanoparticle is one of the mirrors. 
Length of the cavity is equal to nanoparticle height (around 45 nm for IBM samples [8]). 
The particle emits light during plasmon excitation with phase shift Δφpl according to (1.3). 
After that total phase shift of optical cavity is Δφpl + Δφrefl, where Δφrefl is the phase shift 
upon reflection at the substrate. 

For example, at wavelength more than 500 nm (dipolar depression in Fig. 1.4) Δφpl close 
to 0º, because it corresponds longitudinal resonance of two interacting particles. At the 
same time, reflectance phase at air/SiO2 interface is 180º, what provides conditions for 
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destructive interference. As a result, exciting electromagnetic field near plasmon 
nanoparticles is reduced, which leads to decreasing of nanoparticle radiation at these 
wavelength in comparison with Ag film. In similar way, the dipolar peak in Fig. 1.4 is 
formed at wavelength of transverse LSPR of interacting particles, due to Δφpl close to 
180º and constructive interference. In the sample with capping layer dipolar destructive 
interference is not possible, what leads to increasing of reflectance in the red part of the 
spectrum (Fig. 1.2 (c)). 

Direction of light radiation is characterized by angular intensity distribution, i.e., by 
radiation pattern. In isotropic space, dipole and quadrupole have symmetric two-lobe and 
four-lobe radiation patterns. However, near the interface the radiation pattern is distorted 
and most of radiation energy is emitted in space with higher ε [18]. In case of quadrupole, 
additionally the direction of maximum radiation into substrate is changed and correlates 
with critical angle of total internal reflection of considered interface [19]. The largest part 
of light is emitted at angles more than critical ones, i.e., closer to interface than to surface 
normal. As a result, most of quadrupolar radiation is trapped in the substrate, what leads 
to trough in reflection and peak in extinction. 

Importance of interface for formation of total reflection is illustrated by Figs. 1.2 (c), 1.3. 
In both cases, the sharp quadrupolar valley at 360 nm is not observed, because back 
reflection plane disappears, what leads to changing of radiation pattern. After RIE 
treatment common supporting plane of Ag nanoparticles is replaced by individual pillars, 
what results in diminishing of specular reflection and increasing of nonresonant scattering. 
In the sample with capping SiO2 layer the reflection plane disappears at all, because 
substrate and capping layer have the same refractive index. In both cases, the quadrupolar 
resonance is observed only in absorptance as 350 nm shoulder (Fig. 1.3) and 380 nm peak 
(Fig. 1.2 (c)). Redshift of quadrupolar peak to 380 nm after capping by SiO2 layer is 
explained by increasing of ε. 

Submerging of nanoparticles after IBM is size sensitive and leads to result, when small 
nanoparticles are more burrowed, than large ones. This arrangement is saved during dry 
etching. Simplified profile of sample after RIE processing is shown in Fig. 1.6. Burrowing 
of small nanoparticles causes increased radiation in substrate direction, what decreases 
total reflection from small nanoparticles. Due to this, total reflection mainly formed by 
large size particles. On the other hand, extinction is defined by small size particles. As a 
result, peaks of total reflection and extinction have different positions. In comparison with 
high pillars (Fig. 1.3 (b)), the total reflection of low pillar sample is blushifted and have 
broad valley near 500 nm. These features are connected with nanoparticle interaction and 
reflection from quartz surface. Indeed, transversal interaction (Fig. 1.5 (b)) provides short-
wavelength LSPR with Δφpl close to 180º and constructive interference (dipolar peak) at 
390 nm. At the same time, longitudinal interaction (Fig. 1.5 (a)) leads to long-wavelength 
LSPR with Δφpl close to 0º and destructive interference at 500 nm. In case of high pillar 
sample, interaction between nanoparticles is broken, due to decreasing of ambient 
dielectric constant. Therefore, reflection is dominated by separate nanoparticle LSPR and 
save its peak position at 420 nm. 
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Fig. 1.6. Arrangement of small and large nanoparticles on top of pillar after RIE treatment. 

The analysis of samples on quartz substrate demonstrates that total reflection should be 
carefully used for LSPR identification in disordered arrays of nanoparticles. Dipolar 
resonance corresponds Δφpl = 90º and can be found between destructive and constructive 
interference areas, i.e., on the right slope of total reflection peak. In case of known 
scattering, the possible position of dipolar LSPR can be between peaks of total and diffuse 
reflection. 

1.3.3. Reflection of Ag Nanoparticles on Si Substrate 

Fig. 1.7 demonstrates reflection and scattering of silver nanoparticles on bare silicon 
substrate. This sample was prepared by annealing of silver film deposited on Si substrate 
with native oxide. The UV part of total reflection looks similar to reflection of IBM 
samples on quartz (Fig. 1.2 (a, b)), but with increased peak intensity at 330 nm and 
redshifted minimum of reflectance to 380 nm. The VIS part of total reflection is dissimilar 
to spectra of Fig. 1.2 and contents only one very broad peak at 720 nm. 

 

Fig. 1.7. Total and diffuse reflection of silver nanoparticles on silicon substrate. 

Silicon has much higher dielectric constant (ε = 15 at 633 nm) than quartz. Due to this 
and higher surface density of nanoparticles (Fig. 1.1 (d)), dipolar coupling is very strong 
in this sample. It leads to splitting of original LSPR peak in blue and red ones. In this case, 
scattering nanoparticles are not coupled ones and diffusion reflection shows position of 
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original LSPR at 830 nm. Therefore, VIS spectrum is mainly formed by blue component 
of split LSPR. Phase shift of radiated light differs in coupled and isolated nanoparticles. 
Coupled particles oscillate with Δφpl > 90º and Δφpl < 90º at the frequencies of blue and 
red peaks, respectively. It means, that constructive interference happens for whole VIS 
part of total reflection in the optical cavity with nanoparticle and results in observed 
spectrum. Position of dipolar LSPR cannot be identified in reflection spectrum in case of 
Si substrate. 

1.4. Ag Nanoparticles on Multilayer Substrates 

In the previous section, we demonstrated that nanoparticle and substrate form an optical 
cavity. It, in turn, leads to intensity variation of electromagnetic field near the 
nanoparticle. Multilayer substrate provides additional reflection interfaces, what result in 
multiple optical cavities including the same nanoparticle. Fig. 1.8 shows spectra of Xe 
mixed Ag nanoparticles on 100 nm thick Al2O3 layer above Si substrate. Here is also given 
reflectance spectrum of 15 nm thick Ag film above Al2O3 before IBM. This spectrum 
demonstrates transparency of 15 nm thick silver film and high quality interference in 
Al2O3 optical cavity with Si and Ag mirrors. The minimum at 290 nm and maximum at 
380 nm are close to calculated interference extrema, obtained with bulk silver optical 
constants. 

 

Fig. 1.8. Total and diffuse reflection of silver nanoparticles on 100 nm thick Al2O3 layer 
deposited on silicon substrate. 

After formation of nanoislands, the minimum at 530 nm is replaced by maximum at  
520 nm and minimum at 470 nm. In this sample, the new optical cavity is created between 
reflecting surface of Si substrate and Ag nanoparticle on Al2O3 layer. Therefore, presence 
of the additional optical cavity creates two local extrema visible in total reflection. When 
in the optical cavity one of the mirrors is replaced with plasmonic structure, the phase 
shift balance for extrema is [1] 
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 2∆ prop ∆ refl ∆ pl , (1.4) 

where Δφprop is the phase shift due to propagation of the wave through cavity, Δφrefl is the 
phase shift upon reflection at the cavity mirror and N is the integer. From diffuse reflection 
spectrum in Fig. 1.8 follows, that LSPR of Ag nanoparticles on Al2O3 is situated below  
510 nm. Wavelength of local minimum in Fig. 1.8 is 460 nm, what corresponds  
2Δφprop =1.47π (nAl2O3=1.69). Additional phase shift Δφpl=0.53π provides condition for 
destructive interference (Δφrefl =π) in the Al2O3 optical cavity at 460 nm according to 
(1.4). The dipolar resonance itself is redshifted on 0.03π from the local minimum, because 
Δφpl =0.53	π and Δφ=0.5	π at the resonance. 

Fig. 1.9 (a) demonstrates total and diffuse reflection for Ar mixed Ag nanoparticles 
prepared on Si substrate covered by 20 nm of SiO2.  

 

Fig. 1.9. Total and diffuse reflection of silver nanoparticles created by (a) IBM  
and by (b) Ag annealing on oxidized Si substrate. 

The fabrication procedure is the same as for samples on quartz substrate in Fig. 1.2 (a, b). 
The obtained spectra look similar to spectra in Fig. 1.2 (b) in UV part. They include the 
same peak at 330 nm and the valley at 360 nm, however, extremum intensity is much 

0

0,2

0,4

0,6

R
e
fl
e
ct
an

ce

High dose, total

Low dose, total

High dose, diffuse, x10

0

0,2

0,4

0,6

200 300 400 500 600 700 800 900

R
e
fl
e
ct
an

ce

Wavelength (nm)

Total

Diffuse, x2

a) 

b) 



Chapter 1. Irregular Arrays of Silver Nanoparticles on Multilayer Substrates and Their Optical Properties 

 37 

higher than in Fig. 1.2 (b). The trough of quadrupolar LSPR is deeper, due to more 
effective trapping of light between Si and nanoparticles. Nevertheless, VIS parts of the 
spectra in Fig. 1.2 (b) and Fig. 1.9 (a) are different. The depression around 500 nm is 
ascribed to longitudinal LSPR and has interference origin (Δφpl is close to zero, Δφrefl =π 
at SiO2/Si interface). At wavelengths shorter than 510 nm transverse LSPR of Ag 
nanoparticles in optical cavities increases reflectance similarly to sample on quartz 
substrate. The reflection spectrum of high dose sample (Fig. 1.9 (a)) demonstrates one 
more quadrupolar resonance at 390 nm. It is attributed to Ag nanoparticles fully 
submerged in SiO2 during IBM [11]. 

Spectra of Ag nanoparticles prepared by annealing on oxidized Si substrate (36 nm thick 
SiO2) are given in Fig. 1.9 (b). They are similar to spectra in Fig. 1.6 (a) in UV part. The 
VIS part of Fig. 1.9 (b) has a broader dipolar peak and redshifted valley in comparison 
with similar features in Fig. 1.9 (a). Larger size of silver nanoparticles (Fig. 1.1 (d)) 
redshifts position of dipolar LSPR to 550 nm, how it is visible from scattering in  
Fig. 1.9 (b). Additionally, high surface density of nanoparticles (Fig. 1.1 (d)), results in 
splitting of original LSPR in the same way as for Si substrate. Part of optical cavities with 
coupled Ag nanoparticles acquires Δφpl > 90º at blue peak wavelength and creates 
constructive interference in the range of 450-600 nm, what leads to increased FWHM of 
the VIS peak. It cost to note, that interference takes place upon reflection both from 
air/SiO2, and SiO2/Si interfaces. Therefore, conditions for constructive interference are 
fulfilled at different wavelengths, due to variation of Δφprop. It leads to broadening of 
dipolar peak at 430 nm. The same is valid for destructive interference and broadening of 
valley near 800 nm. 

1.5. UV Features of the Spectra 

All studied samples, exclude the 100 nm Al2O3/Ag and capped ones, demonstrate 330 nm 
peak in the UV part of reflection spectra. Moreover, in the RIE processed samples, this 
feature was observed in as prepared nanoparticle arrays and disappeared after RIE  
(Fig. 1.3). Therefore, existing of reflective surface below Ag nanoparticles is essential for 
obtained results. Wavelength of UV peak (330 nm) does not depend on nanostructure 
shape and substrate ε. The peak can be attributed to variation of reflection phase and 
intensity at Ag/air and Ag/substrate interfaces according with wavelength and coincides 
with maximum of silver refractive index nAg. Removing of reflective surface by pillars or 
capping changes reflection conditions and the mentioned UV feature disappears. 

Position of UV peak in absorption (360 nm) strictly coincides with the peak of diffuse 
reflection (Fig. 1.2 (b), Fig. 1.7 and Fig. 1.9). It means that this feature is a quadrupole 
LSPR [12]. However, its position weakly depends on dielectric environment and for Si 
substrate with high ε the valley is shifted only to 375 nm (Fig. 1.7). At the same time, 
quadrupolar LSPR of submerged in oxide Ag particles is shifted to 390 nm (Fig. 1.9 (a)). 
Additionally, extinction coefficient of silver has minimum at the same wavelength  
360 nm, what facilitates destructive interference. We believe that all these factors 
contribute in stable position of 360 nm valley. 
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1.6. Conclusions 

It has been demonstrated that peaks and valleys in reflection spectrum of disordered 
nanoparticles on multilayer substrate do not correspond directly to plasmon resonances. 
The sample reflectance is modulated by constructive and destructive interferences in the 
optical cavity, containing the nanoparticle. Nevertheless, it is possible to identify position 
of LSPR with accuracy of FWHM of resonance band. This position is situated between 
two local extrema of reflectance spectrum, corresponding phase shift variation during 
LSPR. Additionally, LSPR positions can be unmasked by proper design of studied 
samples, e.g., by eliminating reflecting surfaces or by variation of propagation phase shift 
in the optical cavity. The spectrum features in UV range may be attributed either to 
quadrupolar resonance or to variation of material properties. In the first case, the valley 
position depends on dielectric environment and geometry of plasmonic structures. In the 
second case, the peak is fixed at 330 nm and is observed only in nanostructures having 
back reflecting surface. The obtained results can be used in analysis and design of 
plasmonic nanostructures on opaque substrates. 
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Chapter 2 
Structural, Optical and Light Sensing 
Properties of Carbon-ZnO Films Prepared  
by Pulsed Laser Deposition 

Valentine Saasa, Emmanuel Mukwevho, Bonex Mwakikunga 1  

2.1. Introduction 

There has been tremendous interest in ZnO [1-4] as well as carbon materials [5-7]; these 
are already in various technological devices. Work on the combination of ZnO and carbon 
materials is gaining interest [8-10] since these composites benefit from the good properties 
of both popular materials. For instance, carbon modified ZnO materials have been 
presented for solar cells [11-13] and sensors [14- 16, 21, 22] to name a few. 

In light sensing, single carbon nanotubes mixed with ZnO have been employed [17-18]. 
The current voltage characteristics obtained on the SWNTs –ZnO devices were found to 
be non-rectifying and Ohmiclike in the dark and when exposed to optical radiation. While 
the conductivity of SWNTs thin films was observed to increase by ∼ 7 % under UV 
illumination, similarly tested SWNT-ZnO samples consistently exhibited a decrease in 
conductivity upon exposure to UV radiation yielding a net negative change of ∼ 10 % 
associated with the formation of ZnO-SWNT interface. This effect as well as that of strong 
optical gating was explained within the model of interface mediated charging/discharging 
effects. In the present study, the aim was to push the UV and visible light sensing 
efficiency of the multi-wall carbon- nanotube-modified ZnO (MWCNT-ZnO) to higher 
values than 10 % by developing MWCNT-ZnO materials at varying processing 
temperatures from 300 K to 1173 K. This ensures that for the same starting MWCNT-
ZnO composite, the proportions of MWCNT/ZnO are tuned by the process temperatures. 
In this work, the structural, morphological and optical properties of MWCNT-ZnO 
processed at varying temperatures are reported and how the process temperature impinges 
on structure, surface roughness and optical band gap energy of the MWCNT-ZnO 
composites calculated from reflectivity as well as the UV and visible light sensing of these 
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composites is also discussed. It is demonstrated the light sensing efficiency can be pushed 
to above 50 %. 

2.2. Experiments 

Many methods have been employed in combining carbon nanotubes with other metal 
oxide. Methods like in-situ; whereby the growth of CNT are achieved within the same 
process and ex-situ, where the decoration is performed in a separate step following the 
synthesis of CNT [19]. The Pulsed laser deposition technique has never been reported on 
the preparation of carbon nanotubes with Zinc oxide. In this study, PLD technique has 
been employed in the synthesis of carbon modified ZnO. 

Puled Laser Deposition (PLD) is a physical vapour deposition process carried out in a 
vacuum system that shares some process characteristics common with molecular beam 
epitaxy and some with sputter deposition. In PLD, as shown in Fig. 2.1, a pulsed laser is 
focused onto a target of the material to be deposited. For satisfactorily high laser energy 
density, each laser pulse vaporizes or ablates a small amount of the material creating a 
plasma plume. The ablated material is ejected from the target in a highly forward-directed 
plume. The ablation plume provides the material flux for film growth [20]. 

 

Fig. 2.1. Schematic view of the PLD system [21]. 

Several features make PLD attractive for complex material film growth. These include 
stoichiometric transfer of material from the target, generation of energetic species, 
hyperthermal reaction between the ablated cations and the background gas in the ablation 
plasma, and compatibility with background pressures ranging from ultrahigh vacuum 
(UHV) to 1 Torr [21]. 

The conditions of the preparation of carbon modified ZnO films with pulsed laser 
deposition (PLD) are as follows; a 3-cm radius pellet of pre-mixed ZnO and CNT powder 



Chapter 2. Structural, Optical and Light Sensing Properties of Carbon-ZnO Films Prepared by Pulsed 
Laser Deposition 

 43 

was first prepared in a press of maximum 10 tones equivalent pressure. The pellet was 
sintered at 473 K for 5 hrs in order to avoid fracturing during laser deposition. PLD was 
accomplished by employing a KrF excimer laser emitting a pulse of wavelength 268 nm, 
a pulse repetition rate of 20 pulses per second. Each deposition was carried out on Si 
substrate and varying the substrate temperatures from 300 K, 373 K, 473 K, 573 K in that 
order up to 1173 K.   

The films were characterized for their structural, morphological and optical properties by 
respectively employing the following instruments: the XRD using CuKα radiation of 
wavelength 1.5418 Ǻ recorded in the 2θ range from 5 to 90, SEM (Auriga Cobra FIB 
FESEM) at a working distance of 100 nm and a Varian Cary UV-Vis-IR 
Spectrophotometer with a diffuse reflectance spectrometer (DRS) attachment 
respectively. AFM topography examinations were carried out with the Multimode AFM 
NanoScope Version (R) IV (VEECO instrument) using a 0.5 – 2 Ω-cm phosphorous (n) 
doped Si tip with a radius of curvature of 10 nm and the aspect ratio of 1:1. Imaging was 
done in tapping mode (TM) and varying the scan rates and magnifications. Rutherford 
Backscattering Spectrometry (RBS) and Proton Induced X-ray Emission (PIXE) 
measurements were carried out using a collimated 2 MeV He+ beam at GNS Science. For 
RBS measurements, the backscattered particles were collected using a surface barrier 
detector placed at 165 with a target current ~15 nA. PIXE measurements were 
simultaneously carried out, and the X-rays were detected using liquid nitrogen cooled 
Canberra detector. More details on how all the instrumentation mentioned in the study is 
explained below. This includes their working principles, and the information they can 
provide about the material.  

2.2.1. X-Ray Diffraction (XRD) 

X-Ray diffraction is mostly used analytical technique in material science for 
characterization of crystalline materials. It provides information about elemental analyses 
such as structures, crystal orientation and phases [22]. 

 

Fig. 2.2. Schematic principle of operation of the XRD [23]. 
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When a monochromatic X-ray beam with a well-defined wavelength (λ) that is, a 
wavelength shorter than the spacing (dh k i) between atoms in a crystal, is projected onto a 
material at an angle (θ), X-ray diffraction peaks are produced by constructive interference 
of the scattered (reflection) beam from each set of lattice h k l planes at a specific angle. 
Constructive interference gives the diffraction peaks according to the Bragg’s condition 
by varying the angle (θ). The Bragg’s law condition in Fig. 2.3 and Eq. (2.1) is satisfied 
by different d spacing in the polycrystalline materials [24]. 

 2dSinθB= nλ (2.1) 

 

Fig. 2.3. Bragg’ law describing the diffraction of X-ray in a crystal. Inter-planer spacing d sets  
the difference in path length for the ray scattered from the top plane and the ray scattered from 

the bottom plane gives the different in path as 2d sin θB [21]. 

The profile angular position and intensities of the resultant diffracted peaks of radiation 
produces a pattern, which is the characteristic of the material. The particle size of the 
crystal (L) can be calculated from the peak broadening BL (full width at half maximum 
(FWHM) using Deby-Scherre model (2.2), where KI a constant with a value close to unity 
but often taken as 0.94 [24-25]. 

 B  (2.2) 

From Debye-Scherrer model, BL and L are reciprocally related; the greater the broadening 
the smaller the particle size and vice-versa. A model for particle size and stain was also 
proposed by G.K. Williamson and H.W. Hall, their principle relies on the assumption that 
the size broadening BL and stain broadening Be, vary quite differently with respect to 
Bragg’s angle θ as expressed as follows [24-25]. 

  B BL	 	Be	
	

	ᶯƐ tan θ (2.3) 

   B cos θ
	

ᶯƐ sin θ (2.4) 

The quantity (ε) gives the strain value which is calculated from the intercept of (2.3), the 
particle size is from the slope while ŋ is a constant value often taken as 4 or 5. The size 
contribution varies as 1/cosθ and strain contribution varies as tanθ, hence both 
contributions present the integral of the product of the broadening function [25]. 
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2.2.2. Scanning Electron Microscope (SEM) 

Scanning electron microscope uses electron beam as a probing source to obtain image. 
Unlike TEM which is based on transmission mode, SEM relies upon finely focused 
electron beam that is scanned across the sample [26]. The scanning mode operation of 
SEM makes it usable at a very small cathode to anode’s potential difference4 (1 to 30 kV). 
A typical SEM schematic diagram is shown in Fig. 2.4. Its principle is similar to that of 
TEM, when beam of primary electron from anode collides with sample; it transfers part 
of its energy to the sample, which causes electrons from the sample to be dislodged. The 
dislodged electrons are secondary electrons, and are attracted and collected by a positively 
biased secondary electron detector, and converted to image [26-27]. 

 

Fig. 2.4. Schematic diagram of a Scanning electron microscope (26). 

2.2.3. Atomic Force Microscope (AFM) 

Atomic Force Microscope Spectroscopy uses a principle of attaching the tip of the 
cantilever to one end of the biomolecules to be analyzed, the other end being held by the 
substrate. The cantilever is then moved using a piezocontroller to exert a tensile load on 
the molecule [28]. 

In AFM, the sample surface is scanned with a sharp probe or tip, situated at the apex of a 
flexible cantilever that is often a diving board or V-shaped, made of silicon. The AFM 
utilizes a piezoelectric scanner that moves the sample in 3 dimensions by a subnanometer 
amount when a voltage is applied (Fig. 2.5 (a)) [29]. To form an image, the tip is brought 
close to the sample and raster-scanned over the surface, causing the cantilever to be 
deflected due to probe-sample interactions. A line-by-line image of the sample is formed 
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as a result of this deflection, which is itself detected using laser light reflected off the back 
surface of the cantilever onto a position-sensitive to a photodiode detector. Forces acting 
between the sharp probes (tip) placed in close contact with the sample result in a 
measurable deformation of the cantilever to which the probe is attached. The cantilever 
bends vertically upwards or downwards because of repulsive or attractive interactions, 
respectively. The forces acting on the tip vary, depending on the sample nature, imaging 
mode and conditions used in the measurements [30, 31]. 

 
 (a) (b)  

Fig. 2.5. (a) Schematic representation of the main components of an atomic force microscope 
(AFM) and (b) illustrative force vs. distance curve between the scanning tip and sample  

that reflects the main interaction during AFM measurements. 

2.2.4. Ultraviolet/Visible/Infrared (UV/Vis/IR) Spectrophotometer 

Ultraviolet/Visible/Infrared (UV/Vis/IR) spectroscopy is a technique used to quantify the 
light that is absorbed and scattered by a sample. In (UV/Vis/IR) a sample is placed 
between a light source and a photodetector, the intensity of a beam of light is measured 
before and after passing through the sample (Fig. 2.6) [32]. 

Nanoparticles have optical properties that are sensitive to size, shape, concentration, 
agglomeration state, and refractive index near the nanoparticle surface, which makes 
UV/Vis/IR spectroscopy a valuable tool for identifying, characterizing, and studying these 
materials. 

The standard UV-Vis analysis is performed with an Agilent 8453 single beam diode array 
spectrometer, which collects spectra from 200-1100 nm using a slit width of 1 nm. 
Deuterium and tungsten lamps are used to provide illumination across the ultraviolet, 
visible, and near-infrared electromagnetic spectrum. Spectra are typically collected from 
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1 mL of sample dispersion, but we can test volumes as small as 100 μL using a microcell 
with a path length of 1 cm [32]. 

 

Fig. 2.6. Representative of a simple UV-visible spectrometer. 

2.2.5. Rutherford Backscattering Spectrometry RBS 

Rutherford Backscattering Spectrometry (RBS) is a widely used nuclear method for the 
near surface layer analysis of solids. A target is bombarded with ions at an energy in the 
MeV-range (typically 0.5–4 MeV), and the energy of the backscattered projectiles is 
recorded with an energy sensitive detector, typically a solid state detector allows 
quantitative determination of the composition of a material and depth profiling of 
individual elements. RBS quantifies without the need for reference samples, has a good 
depth resolution of the order of several nm, and a very good sensitivity for heavy elements 
of the order of parts-per-million (ppm). The analyzed depth is usually about 2 μm for 
incident He-ions and about 20 μm for incident protons [33]. 

RBS includes all types of elastic ion scattering with incident ion energies in the range  
500 keV – several MeV. Usually protons, 4He, and sometimes lithium ions are used as 
projectiles at backscattering angles of typically 150– 170.  

The most often used scattering geometries are shown in Fig. 2.7. In IBM geometry 
incident beam, exit beam and surface normal of the sample are in the same plane, with 

 α + β + θ = 180◦ (2.5) 

In Cornell geometry, incident beam, exit beam and the rotation axis of the sample are in 
the same plane and 

 cos(β) = −cos(α) cos(θ). (2.6) 

Cornell geometry has the advantage of combining a large scattering angle, which is 
wishful for optimized mass resolution, and grazing incident and exit angles, which 
optimizes depth resolution.  
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Fig. 2.7. Left: IBM geometry; Right: Cornell geometry. Incident angle α, exit angle β,  
and scattering angle θ. 

The energy E1 of a backscattered projectile with incident energy E0 and mass M1 after 
scattering is given in the laboratory system by 

 E1 = KE0, (2.7) 

where the kinematic factor K is given by 

     K
	

	 cos θ	 e dx
/

sin2	θ / }2 ,  (2.8) 

where θ is the scattering angle and M2 is the mass of the target nucleus initially at rest. 
For M1 < M2 only the plus sign in eq. 2.8 applies. If M1 > M2 then eq. 2.8 has two solutions, 
and the maximum possible scattering angle θmax is given by 
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The kinematic factor K, as a function of target mass M2, is shown in Fig. 2.8 for incident 
protons, 4He, and 7Li ions at a scattering angle of 165. If two different target elements 
with mass difference M2 are present, then the energy separation ∆E1 of particles 
backscattered from the two masses is given by 

 ∆E1 = E0  ∆M2 (2.10) 

As can be seen from Fig. 2.8, best energy separation and mass resolution are obtained for 
light target elements where the derivative dK/dM2 is steep, while for heavy elements the 
mass resolution gets small. The mass resolution for heavier elements can be improved by 
using higher incident energies or heavier incident projectiles. However, the deteriorated 
energy resolution of solid state detectors for heavier ions generally compensates the 
increased energy separation, and a gain in mass resolution by using heavier incident ions 
is only obtained with magnetic or electrostatic spectrometers. With solid state detectors 
the optimum mass resolution is obtained for projectiles with mass M1 in the rage 4-7 [33]. 
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Fig. 2.8. Kinematic factor K at a scattering angle  = 165 as a function of target mass M2  
for incident protons, 4He, and 7Li. 

2.2.6. Proton Induced X-ray Emission (PIXE) 

Proton Induced X-ray Emission (PIXE) is an X-ray spectrographic technique, which can 
be used for the non-destructive, simultaneous elemental analysis of solid, liquid or aerosol 
filter samples. The X-ray spectrum is initiated by energetic protons exciting the inner shell 
electrons in the target atoms. The expulsion of these inner shell electrons results in the 
production of X-rays. The energies of the X-rays, which are emitted when the created 
vacancies are filled again, are uniquely characteristic of the elements from which they 
originate and the number of X-rays emitted is proportional to the mass of that 
corresponding element in the sample being analyzed. 

 

Fig. 2.9. PIXE arrangements. 

The generation of X-rays in a sample is very strongly influenced by the bombarding 
proton. The probability of X-ray production depends upon both the total number of 
incident protons and the proton energy (measured in million electron volts (MeV)). The 
total number of incident protons can be expressed as proton current (measured in micro 
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amps). The greater the proton current the greater is the probability for X-ray production. 
As proton energy changes, so does the probability for X-ray production. If quantitative 
analysis is to be assured, then both of these factors must be accurately known. Protons, 
while interacting with the sample matrix to produce X-rays, can be envisioned as 
undergoing collisions, much as a billiard ball on a pool table. Each successive collision 
will cause a transfer of kinetic energy from the projectile (proton) to the stationary object 
(target atom). While energy transfer per collision is small, a large number of collisions 
will eventually reduce proton energy significantly until it comes to rest. As the proton’s 
energy decreases, so does its ability to produce X-rays. Since instrument calibration is 
performed at a specific proton energy, knowledge of the proton energy loss is essential 
for quantitative analysis. 

The thin film materials were exposed to the ultraviolet light (254 nm) for 10 sec responds 
and 10 second recovery as well as visible light and the resistance of the films were 
simultaneously collected by the Keithley Semiconductor Characterization System (SCS) 
model 4200. The sample was placed in a chamber having a window with an aperture that 
could be opened or closed by sliding especially for the case of visible light sensing. For 
UV light sensing, a UV source was placed on top of the open aperture and the source 
could be turned ON or OFF while the resistance of the film is being monitored in time. 
The schematic of the light sensing system is given in Fig. 2.10. 

 

Fig. 2.10. Schematic diagram for the configuration of the experiment during (a) UV light sensing, 
and (b) Visible light sensing. 

2.3. Results 

2.3.1. Morphological Properties 

The surface morphology of MWCNT-ZnO thin films deposited on a silicon substrate 
shows an evenand smooth coverage of the ZnO on the silicon substrate. In Fig. 2.11 are 
shown scanning electron microscope images of (a) carbon nanotubes mixed with ZnO 
starting material (pellet surface) showing that the carbon nanotubes and the ZnO powder 
are well mixed (b-d) typical SEM images of deposited substrates showing the carbon 
nanotubes are not as evenly distributed as expected. The carbon nanotube doped zinc 
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oxide visualised at 100 nm shows the distributed rod shaped particles (Fig. 2.11 (b-d)). 
The carbon nanotubes are observed to become more straightened after deposition than 
before. This suggests that the flimsy carbon nanotubes are coated with stiffer material  
of ZnO. 

 

Fig. 2.11. (a) SEM image of carbon modified zinc oxide target before pulsed laser deposition,  
(b) deposited at 300 K, (c) deposited at 373 K, and (d) deposited at 473 K. 

2.3.2. Atomic Force Microscopy 

Surface topology of the MWCNT-ZnO thin films is presented in Fig. 2.12. The surface 
sections observed by AFM show no obvious evidence of carbon nanotubes distributed 
evenly throughout the surface. This observation is supported by SEM above where carbon 
nanotubes are seen in isolated islands on the surface. Apart from the different 
morphologies seen in the materials as the substrate temperatures are increased, there 
seems to be a pattern in the increment and decrement of the surface roughness of the 
samples. The values of RMS roughness are obtained via the following equation: 

  



N

i
iq zz

N
R

1

2~1
, (2.11) 

where N is the number of data points, zi and z ~ are the ith position and the average surface 
level respectively. The values of roughness are summarized in Table 2.1 along with 
crystallite sizes from XRD, band gaps from reflectance and other measurements whose 
results are given in the forthcoming sections. It will be noted that the pattern of surface 
roughness changes point to the bulk structural changes in the materials which will be 
discussed.  



Sensors and Applications in Measuring and Automation Control Systems 

 52

 

Fig. 2.12. The surface topology of the MWCNT-ZnO materials show a variety of morphologies 
that indicates that the carbon nanotubes are not uniformly distributed at the surface. 

Table 2.1. Summary of roughness, crystallite size, calculated optical band gap energies,  
UV and Vis light response results for carbon modified ZnO samples synthesized on Si substrates 

at various temperatures. 

Substrate 
Temp 

Roughness, 
(nm) 

ZnO 
(002) 
(nm) 

Band 
Gap 
(eV) 

Response 
(UV) 

Response 
(Vis) 

90 
(UV) 

90 

(Vis) 

301 4.1 19 2.9 0.05 0.2 0.1 1.3 

373 1.65 43 3.4 0.02 0.04 0.07 1.1 

473 10 22 3.1 0.2 0.01 0.06 1.0 

573 3.47 39 3.1   

673 4.75 61 3.1 0.05 0.05 0.05 0.9 

773 39.9 57 3.6   

873 13.3 33 4.3 0.5 0.05 1.0 

1073 1.86 20 4.3 0.5  0.8 

1173 12.9 19 2.7 0.05 0 0.04  
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2.3.3. Structural Properties 

Pure ZnO wurzite hexagonal structure show XRD strong peaks at 2θ values (and Miller 
(hkl) indices) of 31.7° (100), 34.422° (002) and 36.253° (101) as referenced from the 
International Crystal and Crystallography Data (ICCD) powder diffraction file (PDF) 
number 36-1451. For pure cubic ZnO, the PDF file 65-0523 shows three major peaks: 
36.415° (111), 42.298° (200) and 61.360° (220) and PDF 13-0311 presents 31.927 (111), 
37.024 (200) and 63.355 (311). Fig. 2.13 shows the XRD diffracto-grams of 
nanostructured carbon nanotubes modified zinc oxide.  

 

Fig. 2.13. X-ray diffraction spectra for carbon-modified ZnO thin films prepared at various 
substrate temperatures show a first class: from 300 K to 773 K assigned to the wurzite ZnO 

structure and new peaks when the films are prepared beyond 873 K which are assigned  
to cubic ZnO structure with carbon segregated to the surface. 

It is clear that the samples prepared at substrate temperatures from 300 K to 773 K present 
a wurzite hexagonal structure. There are major shifts in the MWCNT-ZnO spectra from 
the pure ZnO: for instance in the pure ZnO the strongest alignment of the crystallite is in 
the (102) plane direction whereas in the carbon modified samples [300-773 K] the 
preferential alignment is in the {002} direction. This preferential orientation starts to 
disappear when the MWCNT-ZnO are prepared above the temperature of 873 K and this 
peak completely disappears at a temperature 1073 K. A new preferential orientation 
emerges at this temperature which matched the cubic ZnO structures with PDF numbers 
65-0523 and 13-0311. It should be noted that the intensity peak at 2θ = 28ᵒ corresponds 
to (111) crystal plane of the silicon substrate which is observed in all the materials except 
673 K. Also the intensity peak of carbon at 35ᵒ corresponds to (311). Fig. 2.13 shows the 
XRD diffracto-grams of nanostructured carbon nanotubes modified zinc oxide. It is clear 
that the samples prepared at substrate temperatures from 300 K to 773 K present a wurzite 
hexagonal structure. There are major shifts in the MWCNT-ZnO spectra from the pure 
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ZnO: for instance in the pure ZnO the strongest alignment of the crystallite is in the (102) 
plane direction whereas in the carbon modified samples [300-773K] the preferential 
alignment is in the {002} direction. This preferential orientation starts to disappear when 
the MWCNT-ZnO are prepared above the temperature of 873 K and this peak completely 
disappears at a temperature 1073 K. A new preferential orientation emerges at this 
temperature which matched the cubic ZnO structures with PDF numbers 65-0523  
and 13-0311. 

It should be noted that the intensity peak at 2 = 28ᵒ corresponds to (111) crystal plane of 
the silicon substrate which is observed in all the materials except 673 K. Also the intensity 
peak of carbon at 35ᵒ corresponds to (311). 

XRD points to the substrate temperature between 873 K and 1073 K at which there is a 
transformation from hexagonal to cubic orientation in these carbon modified ZnO 
materials. The crystallite sizes for all the sample were estimated using Scherrer equation 
given by D = (Kλ)/(βcosθ) where D is the volume weighted crystallite diameter, K is 
constant which is taken to be equal to 0.9; λ is the wavelength of the X-ray photons, β is 
the full width at half maximum of the peak and θ is the Bragg angle in radian. The results 
are summarized in Table 2.1. 

2.3.4. Diffuse Reflectance Spectroscopy 

Reflectance rather than transmittance is mandatory for opaque surfaces as is the case in 
the present samples. As these samples are nano-structured, specular reflectance, suited for 
smooth surfaces, does not give all the information about the sample especially when the 
surface is rough. Rather, we carried out diffuse reflectance spectroscopy (DRS) which 
captures reflectance which would otherwise have been lost had we employed specular 
configuration. In DRS, a hemispherical concave mirror is used to focus both the specular 
and diffuse reflectance onto the detector. Fig. 2.14. PIXE spectra of as-deposited and 
MWCNT-ZnO films synthesized at varying substrate temperatures on Si (100). The 
reflectance data obtained can be used to acquire some information on the proportion of 
incident photons that are absorbed and hence the band gap energy of the material in the 
sample. The Kubelka- Munk equation [34] which relates the reflectance to absorption 
coefficient and scattering coefficient was use and is given here as 

 
 

R

R

S 2

1 2



 (2.12) 

where  is the absorption coefficient, S is the scattering coefficient and R is the 
reflectance. In order to elucidate band gaps we employ the well know Tauc equation [35] 
given as 

    hEh g
n   (2.13) 

where h is the Planck’s constant, Eg is the optical band gap of the material in the thin film 
and n can be with equal to 2 (for direct band gap material) or equal to ½ (for an indirect 
band gap material). Combining Equations 2.12 and 2.13, one can get 
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Note that the scattering coefficient, S, can be wavelength dependent. However it is known 
that for particle size greater than 5 m, S can be wavelength independent [34]. In this 
analysis we also assumed that S is wavelength independent since the beam size impinges 
on larger than 1 mm in the far field and therefore the detector in the DRS observes a 
wavelength independent scattering from the nano-structured surface. 

 

Fig. 2.14. (a) Reflectance vs wavelength for all samples compared to the Si reflectance as the 
substrate. The arrows show the main absorption edge; (b) The Tauc plots for all samples 

including the Si reference calculated from the Kubelka Munk function. The arrows indicate 
where on the photon energy axis the linear fit the optical band is extracted from for each sample. 

The reflectance-versus-wavelength data are plotted for all substrate temperatures in  
Fig. 2.14 (a). In comparison the Si substrate, all MWCNT-ZnO samples have a higher 
reflectance in all visible and infrared wavelengths. However in this range, the Si substrate 
influences the reflectance spectrum as there are two humps between 600 nm and 700 nm 
in all spectra emanating from Si. For MWCNT -ZnO surfaces, there is a downward step 
around 320 nm indicating an absorption edge. 

In order to pursue the absorption edge study and calculation of the optical band gap 
energies of each sample, a Tauc plot based on Equation 2.14 is displayed in Fig. 2.14 (b). 
Coloured lines are inserted in each spectrum in order to guide the reader’s eye; these lines 
are the linear plots of Equation 2.14 when n = 2 as it well known that ZnO is a direct band 
gap material assuming that the allotrope of carbon in ZnO is mostly graphitic or simply 
carbon nano-tube which are also known to be direct band gap materials.  
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2.3.5. Ultra Violet and Visible Sensing 

The functionalized MWCNT-ZnO sensors synthesized at substrate temperatures of 300, 
373, 473 up to 1173 K were tested using UV light (254 nm)  and visible light as a stimuli 
for the interval of 10 second during exposure and 10 second during recovery (Fig. 2.15). 
The response, S, has been defined as S = [R-R0]/R0 [19, 20]. It was found that all the 
materials respond to both the UV light and visible light except for the sample synthesized 
at a substrate temperature of 773 K. In addition, for the MWCNT-ZnO material 
synthesized at 1173 K, response to visible light is negligible; the streaks in the almost flat 
time profile could be due to changes in pressure as the light chopper is opened and closed.  

 

Fig. 2.15. Temporal response to (a) UV light and (b) Visible light of the MWCNT-ZnO samples 
synthesized at different temperatures show the variation of response when the light is ON and 
OFF. The response and recovery time of MWCNT-ZnO sensor films towards UV and visible 

light were extracted from the fitting of the following exponential association curve  
in OriginTM software: 

   















t
AtS


exp1 , (2.15) 

where S(t) is the response (or recovery) of the sensor to (or from) the exposure as a 
function of time, A is the amplitude of the response and  is the response (or recovery) 
lifetime of the response when the response equals A(1-e-1) ~ 0.65 A. 

The response times are traditionally defined as time taken by the sensor output to reach 
90 % of its saturation after applying or switching off the target analyte and it is called 90. 
With the above fitting, 90 values are obtained through calculated  from Equation 2.15 as 
follows: 
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The response time of the materials calculated from Equation 2.16 are plotted Fig. 2.16 
from the results the material that is synthesised at 600 °C has the longest response time 
which means slowest of them all. 

 

Fig. 2.16. A chart that shows a plot of band gap energy, roughness and crystallite size for carbon 
modified ZnO materials on Si substrate as functions of the substrate temperature. 

The extracted responses and response time values (90) are summarized in Table 2.1, 
alongside calculated band gap energies from reflectivity [Eq. 3.4, 3.5] and from Fig. 2.14 
as well as crystallite size from XRD and roughness from AFM.  

When band gap energies, crystallite size and roughness of the MWCNT-ZnO materials 
are plotted against substrate temperature, it is found that band gaps are in the range from 
3.1 eV to 3.4 eV which is acceptable for wurzite hexagonal structure of ZnO up to about 
600 K. Above this temperature (800 K – 1073 K), the optical band gap energies drastically 
increase to above 4 eV only to subside into the 2.6 eV range at 1173 K. This may suggest 
that at around 800 K there is a transition from one structure to another type of structure. 
This has been confirmed by XRD which suggests a transition from hexagonal to cubic 
structure of ZnO between 773 K and 873 K. Similar trends are seen in this Fig. 2.10 for 
crystallite size as well roughness although the transition temperature are slightly shifted 
to lower temperatures. 

In addition, plots of response versus substrate temperature in Fig. 2.17 reveal that there is 
low sensitivity in the MWCNT-ZnO synthesized at lower than 673 K, which is the range 
of temperatures that gave rise to the wurzite hexagonal structure. However there is an 
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abrupt rise in response in the MWCNT-ZnO materials synthesized at substrate 
temperatures in the range 800 to 1073 K in which range the cubic structure of ZnO 
dominates. The response in the range reaches the maximum value of 50 % which much 
higher than the reported values for MWCNT-ZnO materials [13, 14]. There is another 
abrupt and sharp decrease in response as the substrate temperature is increased from  
1073 K to 1173 K. This may indicate that there are some changes on the surface of the 
sample synthesized at 1173 K and the present RBS results confirmed a drastically reduced 
thickness in the deposition of the film at this temperature. This suggests that either the 
sample loses its integrity as MWCNT-ZnO and becomes zinc carbides or the ZnO actually 
start to evaporate from the coating leaving behind very little material for good conduction 
and hence meaningful sensing. 

 

Fig. 2.17. Response time versus substrate temperature at which the MWCNT-ZnO were 
synthesised showing the response to both UV and visible light is lower when the samples adopt 

the hexagonal structure but higher when MWCNT-ZnO is cubic. 

There is an interesting trend in the plots of response times of the carbon modified ZnO 
against their substrate temperatures. It can be seen in Fig. 2.18 that the response to UV is 
generally faster than the response to visible light as the response times to UV are 
consistently smaller than those to visible light. In addition, one observes decreasing trends 
of the response times in both UV response and visible light response as the substrate 
temperatures are increased from 300 K (1.3 s in Vis and 0.1 s in UV) to 1173 K (0.8 s for 
Vis and 0.03 s for UV). This indicates that the MWCNT-ZnO materials become faster in 
light response as the substrate temperatures are increased from 300 K up to 600 K.  Above 
600 K the response times are more or less constant (0.8 s for Vis and 0.03 s for UV). In 
the constant regime, there is a small hump at 873 K which confirms the transition 
temperature from hexagonal to cubic structures of ZnO as already shown through XRD, 
optical band gap energies as well as morphological properties of roughness. 
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Fig. 2.18. A plot of response time as function of the substrate temperature of MWCNT-ZnO 
nanomaterials showing longer response times (or slower response) when the MWCNT-ZnO  

is hexagonal than when the MWCNT-ZnO transforms into cubic form. 

2.4. Conclusions 

The present report has shown that MWCNT-ZnO thin films on Si have been prepared by 
pulsed laser deposition of a ZnO/carbon-nano-tube pellet. The films were obtained at 
varying substrate temperature from 300 K to 1173 K in increments of 100K. XRD has 
shown that the wurzite hexagonal structure of ZnO transforms into cubic structure in the 
temperature range of between 774 K and 873 K. This temperature range has been found 
to be display drastic changes in optical band gaps (3.1 eV  4.0 eV), surface roughness 
(10 nm  40 nm) as well as crystallite sizes (20 nm  60 nm). Similar changes in UV 
and visible light sensing properties such as response (10 % 50 %) and response times 
(1.2 s  0.8 s for visible light and 0.1 s  0.03 s for UV sensing) are witnessed at these 
temperatures. The chapter has shown that it is possible to enhance the light sensing 
efficiency in MWCNT-ZnO materials from the current value of 10 % to a new maximum 
of 50 % by varying the substrate temperatures. And these maxima are obtained in 
materials that were synthesized at substrate temperatures in the ranges between 873 K  
and 1073 K. 
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Chapter 3 
Fiber Optic Sensing Based on Multimode 
Interference 

Susana Silva and Orlando Frazão1 

3.1. Introduction 

The appearance of the multimode fiber, in the early 1970’s [1], was a major breakthrough 
for the achievement of high-speed telecommunications and quickly gave rise to the 
development of several optical fiber sensors. The multimode interference (MMI) effects 
in multimode fibers rapidly earned the attention of researchers due to the high potential in 
integrated optics and, in fact, led to the production of new optical devices [2].  

In the past, multimode fiber-based structures were extensively studied for the 
development of microbend sensors since the intensity modulation induced by microbend 
loss in such fibers could provide a simple transduction mechanism to detect environmental 
changes such as pressure, temperature, acceleration, and electromagnetic fields [3]. In 
1997, Donlagic et al. [4] presented the first microbend sensor configuration based on a 
multimode fiber section with gradient index profile (GI-MMF) spliced between two 
singlemode fibers (SMFs) thus forming a SMF–GI-MMF–SMF, that was defined by the 
authors as an SMS structure. In this case, the GI-MMF provided no MMI effects to form 
the microbend sensor. In a different perspective, multimode fibers with step-index profile 
(SI-MMF) make use of interference between high order modes along its length [5]. Only 
in recent years, the research on this topic became more attractive due to the possibility of 
creating new MMI-based fiber devices. 

Nowadays, the typical MMI-based fiber device relies on a SI-MMF (or, for sake of 
simplicity, MMF), which is the basis of the SMS structure; it can also be the combination 
of an MMF section spliced at the end of an SMF (SMF-MMF tip) in order to act as a 
wavelength tunable fiber lens [5] or a fiber tip structure [6]. Regardless the type of 
configuration used, the MMI-based fiber structure can act as a bandpass or band-rejection 
filter depending on the length of the MMF used [7-9]. Bandpass filters have unique 
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spectral characteristics that make them highly attractive for applications such as 
wavelength-tunable filtering [10, 11] and high-power lasers and amplifiers [12, 13]; while 
band-rejection filters are often used for the measurement of physical parameters such as 
temperature, strain and refractive index (RI) [14]. 

In overall, MMI-based fiber devices are simple structures that have been increasingly used 
for sensing applications due to the performances possible to be achieved, namely, in the 
measurement of RI. This Chapter addresses this topic, starting by the theoretical concepts 
of light propagation in a MMI-based fiber device, in particular the typical SMS 
configuration. Afterwards, an historical overview of fiber optic sensors based on MMI 
concept is presented with focus on the measurement of RI. The last section finishes with 
concluding remarks. 

3.2. Operating Principle of MMI-based Fiber Device 

The typical MMI-based fiber device relies on the SMS configuration and the theoretical 
model of light propagation along such fiber structure has been extensively studied [5, 7, 
8]. In this section, the operating principle of such fiber device is described as follows. 
Consider that the SMS fiber structure is formed by a section of MMF with length L spliced 
between two SMFs and interrogated in transmission. In this case, the SMFs and MMF are 
assumed to be aligned along the same axis; they also have circular cross-sections and step-
index profiles. The schematic of the SMS fiber configuration is presented in Fig. 3.1.  

To better understand the behavior of the SMS structure, the linearly polarized mode 
approximation is used. Consider that the light propagating along the input SMF enters the 
MMF with an approximate Gaussian-shaped field distribution  rE  that serves as the 

input field for the MMF section.  

     zjWr eerE 0
2/  , (3.1) 

where 0  is the longitudinal propagation constant for the SMF guided mode LP01, r and 

z are the radial and longitudinal axis, and W is the half-width at half-maximum spot size 

of the Gaussian beam [5]. Note that the time dependence tje   is implicit in the field 
profile.  

 

Fig. 3.1. Generic scheme of the SMS fiber structure. 
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Due to the circular cross-section of the SMF and cylindrical symmetry characteristic of 
the fundamental mode LP01, the input light at 0z (see Fig. 3.1) is assumed to have a 
field distribution    0,rErE  . 

When the light launches the MMF, at 0z , the input field can be decomposed by the 
eigenmodes LPlm of the MMF. Considering the ideal alignment of the fibers, as mentioned 
above, the radiating modes are neglected. Moreover, the cylindrical symmetry condition 
of the input field allows only pure radial modes LP0m to be excited (i.e., there is no 
contribution from azimuthal modes) [5]. Therefore, the input field profile at 0z   
(see Fig. 3.1) can be represented by a finite summation over the guided modes only, as 
follows [7]:  

    



M

m
mm rcrE

1

0,  , (3.2) 

where mc  is the field expansion coefficient of the thm  mode of the MMF, M is the total 

number of radial modes, and  rm  is the field profile of LP0m.  

The input field excites a specific number of guided modes LP0m inside the MMF. As the 
light propagates along the MMF section with length L, the field distribution at a distance 
z can be written as [7]:  

    



M

m
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merczrE
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,  , (3.3) 

where m  is the longitudinal propagation constant of the thm  mode of the MMF. The 

field expansion coefficient mc  can be calculated by the following cross-correlation 

expression [8]:  
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where Pm is the power of each guided mode and is given by:  

  



0

2
rdrrP mm  , (3.5) 

The power coupling efficiency   determines the amount of the input field power that 

couples to each specific mode in the MMF. The field excitation coefficient mc 	is related 

to the power coupling efficiency   through *
mc , where the modified field 

excitation coefficient *
mc  is defined as [8]:  
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where Ps is the power of the source and is given by:  
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Therefore, power coupling efficiency   can be determined by the overlap integral 

between  0,rE  and  rm  as follows [8]:  
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The coupling efficiency will reach a peak when the length of the MMF section is selected 
so that the field distribution at the end of said fiber is an image of the input field. That 
length is referred to as the self-imaging distance [2] and the deviation from this condition 
causes the coupling efficiency to drop. This parameter will depend not only on the MMF 
dimensions but it is also strongly wavelength dependent. 

The principle of self-imaging in multimode waveguides was stated by Soldano et al. [2] 
as follows: “Self-imaging is a property of multimode waveguides by which an input field 
profile is reproduced in single or multiple images at periodic intervals along the 
propagation direction of the guide.” 

When the light field propagating along the input SMF enters the MMF section, several 
modes of MMF are excited with different propagation constants m . Hence, interference 

between different modes occurs, while the light beam propagates along the remainder of 
the MMF section.  

At the exit end of the MMF section, the phase difference between two consecutive modes, 
LP0m and LP0n, is determined by the MMF length and the difference between the 
longitudinal propagation constants of the two modes, nm   , which can be expressed 

as [5]:  

 
co

nm
nm nka

uu
2
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2


           nm  , (3.9) 

where  4
1 mum   and  4

1 nun   are the roots of the Bessel function of zero 

order, a is the MMF core radius, 
2k  is the free space wave number, and nco is the 

refractive index of the fiber core.  
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The condition for constructive interference between LP0m and LP0n is [5]: 

   Nznm  2 , (3.10) 

where N is an integer. This means that are several locations zN, corresponding to local 
maxima along the MMF, where field condensation occurs. The self-image condition 
should be a specific case of constructive interference, i.e. a specific integer N multiple of 
the location zN characteristic of this effect. From equation (3.10), one can obtain zN as 
follows:  

      .
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nmnm
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z co
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 (3.11) 

Since two consecutive modes are considered, 1 mn  and equation (3.11) is simplified 
according to:  

   .
34

8 2

N
m

nka
z co

N 



 (3.12) 

Moreover, there is a specific location zp where the phase difference between the two 
excited modes equals 2 (i.e., 1N ). This is the so called beat length and is given by:  
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 (3.13) 

One can conclude that pN Nzz  . From this expression it is possible to obtain the 

self-imaging distance zi as follows [5]: 
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where  is the operational wavelength. Thus, the self-imaging distance zi pertains to where 
the light field at the input of the MMF section is replicated, in both amplitude and phase, 
on the output of the MMF for a specific wavelength. In this specific case, only the first 
self-image (and multiples) will exhibit minimum losses – the self-imaging effect provides 
an optical spectrum in the form of a bandpass filter [8]. In the case of the fractional planes 
where the coupling coefficient exhibit minimum losses, one can obtain band-rejection 
filtering [9]. The optical spectrum presents loss peaks that are produced by destructive 
interference between a set of specific higher-order modes at the exit end of the MMF. In 
overall, MMI-based structures rely on the characteristics of the MMF used, namely, its 
diameter and length, but also depend on coupling efficiency between MMF and SMF. The 
following section provides an historic overview of MMI-based fiber structures where its 
ability to be used for sensing strongly relies on the aforementioned aspected that 
characterize a fiber structure based on multimode interference. 
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3.3. Historic Overview of MMI-based Fiber Sensing 

The first sensor based on MMI concept that used a step-index MMF was studied in 2003 
by Mehta et al. [15], which developed the theoretical model and experimental setup of a 
displacement sensor. The structure consisted of an SMF-MMF tip combined with a planar 
mirror, as depicted in Fig. 3.2. This structure makes use of the self-imaging concept; the 
planar mirror reflects the light in the self-imaging point back to the MMF and thus forming 
the displacement sensor. In 2006, Li et al. [6] developed a temperature sensor by means 
of the fiber tip concept, as shown in Fig. 3.3. The structure consisted of an SMF-MMF tip 
which is interrogated in reflection. This sensor relied on the interference between different 
modes at the MMF end facet, which are wavelength sensitive to temperature variation. 
The same research group also studied the effect of certain packaging materials such as 
ceramic to perform temperature compensation [16] and also aluminum to acquire high 
sensitivity to temperature [17].  

Later, Wang et al. [18] presented a numerical simulation for an optical fibre refractometer 
based on self-imaging concept – the SMS structure relied on an MMF core section where 
the surrounding liquid sample worked as the cladding medium, as shown in Fig. 3.4. 

 

Fig. 3.2. Schematic of the SMF-MMF tip + mirror configuration [15]. 

 

Fig. 3.3. Schematic of the SMF-MMF tip sensor [6]. 

 

Fig. 3.4. Schematic of the SMS structure based on an MMF core section [18]. 
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Interference between different modes occurs while the light propagates along the MMF 
core section and it will be wavelength-sensitive to different external RI. The RI resolution 
was estimated to be 5.410-5 RIU within the range from 1.33 to 1.45. A few years later, 
this from research group extended the study to taper-based SMS (STMS) structures  
[19, 20]. From numerical analysis, an STMS could offer a maximum resolution of 
2.5910-5 RIU within the dynamic range 1.346 to 1.416 [19]; while experiments with this 
type of structure resulted in an average sensitivity of 487 nm/RIU over an RI range of 
1.33-1.44 [20]. A maximum sensitivity of 1913 nm/RIU was achieved for RI from 1.43 
to 1.44 with a corresponding resolution of 5.2310-6 RIU. 

In 2010, Gao et al. [21] developed a temperature sensor based on a SMS structure with an 
etched MMF. In a different perspective, Hatta et al. [22] proposed a ratiometric power 
measurement scheme based on two SMS fiber structures for the measurement of strain 
with temperature compensation. The research group also demonstrated that attaching a 
piezoelectric to the SMS structure a voltage sensor could be attained by induced strain 
variations [23]. Zhang et al. [24] reported instead the feasibility of a SMS fibre structure 
as a refractometer sensor where an MMF section with different HF-corroded cladding 
diameters was used. Results showed that the resolution could be improved by using an 
MMF core with full HF-corroded cladding. The RI resolution achieved for this sensor was 
7.910-5 RIU for RI range from 1.33 to 1.38. 

In 2011, an SMF-MMF tip sensor for liquid level measurement was reported by Antonio-
Lopez et al. [25]. The sensing structure was based on a pure silica rod (coreless-MMF) 
spliced to an SMF to form a bandpass filter. The MMF tip was coated with a thin layer of 
gold to act as mirror, so that the self-image was back-reflected and coupled into the SMF. 
Therefore, when the coreless-MMF was immersed in a liquid and its level was changed, 
a correlated shift of the wavelength peak was found. In a different perspective, Gong et 
al. [26] developed an SMS fiber structure for curvature sensing. The transmitted optical 
spectrum had several loss bands that presented different sensitivities to curvature. Using 
that ability, Silva et al. [27] proposed a temperature and strain independent curvature 
sensor by means of a similar SMS configuration. Wu et al. [28] produced, in turn, a 
displacement sensor based on a bent SMS structure. Later, the research group used this 
concept to create a single-side bent SMS structure to measure both displacement and 
temperature simultaneously and independently [29]. A simple scheme based on two SMS 
fiber structures in series was also developed by Wu et al. [30] for simultaneous 
measurement of strain and temperature. In a different line of research, Silva et al. [31] 
characterized a SMS structure based on a large-core, air-clad photonic crystal fiber (PCF) 
as a refractometer sensor – the schematic and detail of the PCFs used are shown  
in Fig. 3.5.  

Using two distinct large-core air-clad PCF geometries, one for RI measurement and other 
for temperature compensation, it was possible to implement a sensing head that was 
sensitive to RI changes induced by temperature variations in water. The system presented 
a resolution of 3.410-5 RIU for a variation of 1 C and maximum sensitivity of  
800 nm/RIU was attained in the RI range from 1.3246 to 1.3266. On the other hand, 
Coelho et al. [14] used the outer cladding of a large-core air-clad PCF as an optical 
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waveguide, which in turn acts as an MMF section in the SMS structure. The fiber device 
allowed simultaneous measurement of temperature and strain. A maximum sensitivity of 
322.08 nm/RIU was also attained for the measurement of RI in the range 1.338-1.403. Wu 
et al. [32] investigated the influence of different etched MMF core diameters and lengths 
on the sensitivity of an SMS fiber based refractometer. Numerical analysis has shown that 
the sensitivity to external RI increased when the etched MMF core diameter decreased. 
Experimental results have shown that using an MMF core with 80 μm-diameter, a 
maximum sensitivity of 1815 nm/RIU for a RI range from 1.342 to 1.437 could be 
achieved. 

 

Fig. 3.5. Schematic of the SMS structure based on a large-core air-clad PCF section [31]. 

In 2012, Gao et al. [33] developed an SMS structure based on an etched MMF for the 
measurement of RI via intensity variations of the bandpass spectral filter. A resolution of 
4.610-6 RIU in the RI range from 1.34 to 1.43 was attained. An SMF-MMF tip 
configuration was reported by Silva et al. [34] for the measurement of different RI liquids 
by means of the measurand-induced intensity variation of the reflected band-rejection 
spectral filter. A maximum resolution of 3.810-4 RIU in the RI range from 1.30 to 1.38 
was achieved. Later, Silva et al. [35] improved the SMS configuration proposed by Wu 
et al. [32] by using a coreless-MMF with 55 m-diameter, which could allow obtaining a 
maximum sensitivity of 2800 nm/RIU in the RI range from 1.42-1.43. This sensor proved 
to have an ultrahigh sensitivity to temperature variations in the liquid RI of 1.43 – a 
maximum sensitivity of −1880 pm/°C was attained. In a different line of research, the 
research group proposed a MMI sensor for curvature and temperature discrimination 
based on the combination of SMS bandpass and band-rejection filters [36]. On the other 
hand, Biazoli et al. [37] presented instead the real-time monitoring of the fabrication 
process of tapering down a SMS structure based on a coreless-MMF.  

The bandpass filter was used for the measurement of RI variations of the external liquid 
medium – a maximum sensitivity of 2946 nm/RIU in the RI range of 1.42-1.43 was 
obtained. Xue et al. [38] studied the sensitivity enhancement of an SMS fiber structure in 
the measurement of surrounding RI, by coating the MMF core section with a high RI 
overlay of 1.578. Numerical analysis shown that, for RI ranges from 1.31 to 1.35 and  
1.0 to 1.03, average sensitivities of 900 and 206 nm/RIU could be achieved with overlay 
thicknesses of 340 and 470 nm, respectively. Later, a micro-displacement sensor based on 
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a SMS bandpass filter was developed by Antonio-Lopez et al. [39]. The fiber structure 
was placed inside a ferrule with index matching liquid in order to increase the effective 
length of the coreless-MMF. A wavelength variation could be achieved with the change 
of the MMF length.  

In recent years, researchers have been used the potential of the SMS structure based on a 
coreless-MMF for RI sensing. Liu et al. [40] proposed in 2014 a refractometric system 
relying on this type of configuration placed inside a fiber ring cavity laser 
(104 μm-diameter coreless-MMF). The SMS device was used not only as a band-rejection 
filter but also as sensing head for the measurement RI in aqueous solution. A sensitivity 
of ~ 131.64 nm/RIU in the RI range from 1.333 to 1.3707 was experimentally achieved. 
In 2015, Bai et al. [41] studied numerically and experimentally the influence of the MMF 
length on the sensitivity of the SMS fiber structure to RI sensing. A coreless-MMF with 
80 μm-diameter was used with different lengths in order to obtain a bandpass filter in 
distinct operation wavelengths. In practice, a maximum sensitivity of 1923 nm/RIU was 
achieved when the RI of the surrounding liquid ranged from 1.334 to 1.434. In this case, 
the coreless-MMF had 20.2 mm in length and operated at 1220 nm. Therefore, maximum 
RI sensitivity was achieved for shorter operating wavelengths. In a different approach, 
Zhou et al. [42] used a coreless-MMF as a fiber tip sensor for reflective measurements of 
different liquid RI. The MMF had a similar diameter with the SMF and its tip was coated 
with a gold thin film in order to be wavelength sensitive to RI. A sensitivity of 
141 nm/RIU and a resolution of 2.810-5 were obtained in the RI range from 1.33 to 1.38.  

Most recently, researchers have been used cascaded SMS structures for RI sensing. Liu et 
al. [43] proposed a configuration based on two coreless-MMFs with different lengths, 
spliced between SMFs, in order to for the two SMS fiber structures. In the RI range of 
1.3288-1.3666, the corresponding sensitivities were 148.60 nm/RIU and 119.27 nm/RIU 
for the sensors with 25 and 30 mm-length MMFs, respectively. Chen et al. [44] used 
instead a coreless-MMF-based SMS followed by a standard MMF-based SMS structure. 
Simultaneous measurement of temperature and RI was performed by means of the 
wavelength shift of the band-rejection peaks. Experimental results showed RI and 
temperature sensitivities of 113.66 nm/RIU (RI range from 1.333 to 1.381) and 9.2 pm/°C, 
respectively.  

The MMI-based device has often been used as an optical power splitter either, where the 
purpose is to combine that ability with other fiber devices such as fiber Bragg gratings 
(FBGs) or even to create new optical devices such as Mach–Zehnder interferometers 
(MZIs). In 2007, Li et al. [45] proposed the combination of a SMS structure with a FBG 
in order to perform temperature and strain discrimination. Frazão et al. [46] demonstrated 
an all fiber MZI based on a SMS structure combined with a long-period grating (LPG) for 
the measurement of curvature. In this line of research, Nguyen et al. [47] combined two 
SMS structures in line to form a MZI. This sensor has shown to be highly sensitive to 
temperature variations. Later, Zhou et al. [48] presented a FBG followed by an SMS 
structure for simultaneous measurement of temperature and strain. In the same line of 
research, Zhang et al. [49] studied a sensing scheme based on the combination of an 
SMF-MMF tip with a Fizeau etalon to measure temperature and strain simultaneously. In 
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2010, Jin et al. [50] developed a fiber tip-based refractometer that relied on a SMS 
bandpass filter followed by a tilted FBG. This configuration presented a sensitivity of 
28.5 W/RIU in the RI range from 1.37 to 1.43. Recently, Wu et al. [51] reported instead 
a refractometer sensor based on the combination of a SMS bandpass filter followed by an 
FBG. Experimentally, a maximum sensitivity of 7.33 nm/RIU in the RI range from  
1.324 to 1.439 was achieved. 

The MMI device has also been used as a tool for the development of interrogation 
techniques. Wu et al. [52] proposed an SMS band-rejection filter as the interrogating 
system for dynamic temperature compensation of an FBG strain sensor. On the other hand, 
Frazão et al. [53] combined an SMF-MMF tip with a simple interrogation method that 
used two FBGs as discrete optical sources, in order to measure RI variations of liquids. In 
this case, the measurand information was encoded in the relative intensity variation of the 
reflected signals. A resolution of 1.75 × 10−3 RIU was achieved with this technique. 
Following, Table 3.1 summarizes the various types of MMI-based fiber optic structures 
that already been developed for RI sensing.   

3.4. Conclusions 

Fiber-optic sensors have been proposed as a promising and alternative solution with 
respect to conventional sensors. In this chapter, an overview of fiber-optic sensors based 
on the MMI concept was presented, for the measurement of physical parameters and with 
focus on the measurement of RI. It has been shown that the SMS structure is a flexible 
configuration where distinct MMFs have been used, ranging from standard MMF, 
coreless-MMF and microstructured fibers. The coreless-MMF has been extensively used 
due to its high sensitivity to the external medium. The SMS structure is also flexible in 
terms of spectral selection according with the length and characteristics of the MMF used. 
Bandpass and band-rejection filters are well suited for the discrimination of physical 
parameters such as temperature and curvature, or temperature and strain. This ability to 
discriminate parameters is an important feature when the purpose is to adapt the sensing 
head to real-case scenarios where, for example, curvature or strain of the fiber sensor may 
not be avoided or, in the case of biological environments, where cross-sensitivity to 
temperature is a drawback in the monitoring process of such systems. Sensing liquid 
refractive index is of utmost importance in a wide range of applications, either for quality 
control of chemical products, food analysis or even monitoring the environment. For 
instance, monitoring salinity and temperature allows the detection of water pollution, 
contributing for sea life control and preservation. The feasibility of MMI-based fiber 
sensors has permitted the development of potential solutions for practical applications due 
to higher performance in resolution or sensitivity achievable with this kind of sensors. 
Therefore, the great contribution of MMI-based fiber structures has been in the 
measurement of liquid RI. In the future, it is expected to implement fiber-optic sensors for 
RI sensing in real-case scenarios and an attractive technology to apply in industry. 
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Table 3.1. MMI-based fiber refractometric sensors. 

RI range Sensing head 
Sensitivity (nm/RIU)/ 

Resolution (RIU) 
Ref 

1.33 – 1.45 
SMF- MMF-SMF 
(100 m-diameter MMF) 

5.410-5 RIU [18]  

1.346 – 1.416 
SMF-tapered MMF-SMF 
(40 m-diameter MMF) 

2.5910-5 RIU [19] 

1.33 – 1.44 
SMF-tapered MMF-SMF 
(30 m-diameter MMF) 

487 nm/RIU 
[20] 

1.43 – 1.44  
1913 nm/RIU,  
5.2310-6 RIU 

1.33 – 1.38 
SMF- etched MMF-SMF 
(105 m-diameter MMF) 

10-5 RIU [24] 

1.3246 – 1.3266 
SMF- Large Core Air Clad PCF-
SMF 

800 nm/RIU,  
3.410-5 RIU 

[31] 

1.338 – 1.403 
SMF- outer cladding, large core air 
clad PCF-SMF 

322.08 nm/RIU,  
7.210-4 RIU 

[14] 

1.342 – 1.437 
SMF- etched MMF-SMF 
(80 m-diameter MMF) 

1815 nm/RIU [32] 

1.34 – 1.43 
SMF- etched MMF-SMF 
(81.5 m-diameter MMF) 

4.610-6 RIU [33]  

1.30 – 1.38 SMF-MMF tip 3.810-4 RIU [34] 

1.42 – 1.43 
SMF- coreless-MMF-SMF 
(55 m-diameter MMF) 

2800 nm/RIU [35] 

1.42 – 1.43 
SMF- tapered coreless-MMF-SMF 
(55 m-diameter MMF) 

2946 nm/RIU [37] 

1.31 – 1.35 SMF- MMF with high RI overlay     
coating -SMF 

900 nm/RIU 
[38] 

1.0 – 1.03 206 nm/RIU 

1.333 – 1.3707 
SMF- coreless-MMF-SMF 
(104 m-diameter MMF) 

131.64 nm/RIU [40] 

1.334 – 1.434 
SMF- coreless-MMF-SMF 
(80 m-diameter MMF) 

1923 nm/RIU [41] 

1.33 – 1.38 
SMF- coreless-MMF tip with gold 
mirror 

141 nm/RIU,  
2.810-5 RIU 

[42] 

1.3288 – 1.3666 

Two cascaded SMF- coreless-
MMF-SMF 
SMS1: 25 mm-length MMF,  
SMS2: 30 mm-length MMF 

SMS1: 148.60 nm/RIU 
SMS2: 119.27 nm/RIU 

[43] 

1.333 – 1.381 
Cascaded SMS: SMF- coreless-
MMF-SMF  + SMF-MMF-SMF 

113.66 nm/RIU [44] 

1.37 – 1.43 SMS-tilted FBG tip 28.5 W/RIU [50] 

1.324 – 1.439 SMS-FBG 7.33 nm/RIU [51] 

1.3 – 1.38 SMF-MMF tip + FBGs 
-5.87/RIU,  

1.7510-3 RIU 
[53] 
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4.1. Introduction 

The Light Emitting Diodes (LED) are an effective lighting technology due to its high 
brightness, long life, energy efficiency, durability, affordable cost, optical spectrum and 
its colour range for decorative purposes. Their application as communication devices with 
a photodiode as receptor, has been used for many years in hand held devices, to control 
televisions and other media equipment, and to transfer data at higher rates between 
computational devices [1]. This communication path has been employed in the near infra-
red (NIR) range, but due to the increasing LED lighting in homes and offices, the idea to 
use them for visible light communications (VLC) has come up recently. Newly developed 
technologies, for infrared telecommunication systems, allow increase of capacity, 
distance, and functionality, leading to the design of new reconfigurable active filters  
[2-4], that enhance the transmission capacity and the application flexibility of optical 
communication. Efforts have to be considered, namely the Wavelength Division 
Multiplexer (WDM) based on a-SiC:H light controlled filters, when different visible 
signals are encoded in the same optical transmission path [5]. They can be used to achieve 
different filtering purposes, such as: amplification, switching, and wavelength conversion.  

In this chapter, it is demonstrated that the same a-SiC:H device under front and back 
controlled near ultraviolet optical bias acts as a reconfigurable active filter in the visible 
and near infrared ranges, taking advantages of the visible spectrum for wireless 
communications. In consequence, bridging the visible spectrum to the telecom gap offers 
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the opportunity to provide alternative and additional low cost services to improve 
operative production processes in office, home and automotive networks.  

The Section 4.1, gives the introduction and in Section 4.2, some experimental results are 
presented. In Section 4.3, the bias controlled selector is analyzed and in Section 4.4, the 
Wavelength Division Multiplexed (WDM) based on SiC technology is described. In 
Section 4.5, the optoelectronic model gives insight the physics of the device, the decoding 
algorithm is presented in Section 4.6, In Section 4.7 some applications are reported and 
finally, in Section 4.8, the conclusions are presented. 

4.2. Experimental Details 

4.2.1. Device Configuration  

The light tunable filter is built using a double pi’n/pin a-SiC:H photodetector produced by 
Plasma Enhanced Chemical Vapor Deposition (PECVD). 

The device has Transparent Conductive Oxide (TCO) front and back biased optical gating 
elements as depicted in Fig. 4.1.  

 

Fig. 4.1. Device configuration and operation. 

The active device consists of a p-i'(a-SiC:H)-n/p-i(a-Si:H)-n heterostructure with low 
conductivity doped layers. The deposition conditions and optoelectronic characterization 
of the single layers were described elsewhere [6]. 

The thicknesses and optical gap of the front i'- (200 nm; 2.1 eV) and back i- (1000 nm; 
1.8 eV) layers are optimized for light absorption in the blue and red ranges, respectively 
[7]. 

4.2.2. Device Operation  

Monochromatic (infrared, red, green, blue and violet; IR,R,G,B,V) pulsed communication 
channels (input channels) are combined together, each one with a specific bit sequence, 
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impinge on the device and are absorbed according to their wavelengths (see arrow 
magnitudes in Fig. 4.1).  

The combined optical signal (multiplexed signal; MUX) is analyzed by reading out the 
generated photocurrent under negative applied voltage (-8 V), with and without near 
ultraviolet background (Background=390 nm) and different intensities, applied either from 
the front (F) or the back (B) sides. The device operates within the visible range using as 
input color channels the square wave modulated low power light supplied by near-
infrared/visible (VIS/NIR) LEDs. In Fig. 4.2 a, the 524 nm input channel is displayed 
under front, back and without UV irradiation. The arrows indicate the enhancement (solid 
line) or quenching (dot line) of the dark signal, respectively under front and back 
irradiation. In Fig. 4.2 b, the polychromatic mixture of four different input channels  
(400 nm, 524 nm, 697 nm and 850 nm) under front and back 2800 µWcm-2 irradiation, is 
displayed. At the top, the input channels wavelength and their bit sequences are displayed 
to guide the eyes. 

 
(a) (b) 

Fig. 4.2. (a) 524 nm input channel under front, back and without (dark) background irradiation; 
(b) MUX signals and under front and back =390 nm irradiation and different bit sequences.  

4.3. Bias Controlled Selector 

4.3.1. Optical Bias Controlled Filter 

The spectral sensitivity was tested through spectral response measurements [8] without 
background and under 390 nm front and back backgrounds of variable intensities. The 
spectral gain (α), defined as the ratio between the signal with and without irradiation was 
inferred. 

In Fig. 4.3, the spectral gain (α) is displayed under steady state irradiations. In Fig. 4.3 a, 
the light was applied from the front (F) and in Fig. 4.3 b, the irradiation occurs from  
the back side (B). The background intensity () was increased from 5 µWcm-2 to  
3800 µWcm-2.   
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(a) (b) 

Fig. 4.3. (a) Front (F), and (b) back (B) spectral gains (αF,B) under =390 nm irradiations. 

Results show that, the optical gains have opposite behaviors. Under front irradiation  
(Fig. 4.3a) and low flux, the gain is high in the infrared region, presents a well-defined 
peak at 725 nm and strongly quenches in the visible range. As the power intensity 
increases, the peak shifts to the visible range and can be deconvoluted into two peaks, one 
in the red range that slightly increases with the power intensity of the background and 
another in the green range that strongly increases with the intensity of the ultraviolet (UV) 
radiation. In the blue range, the gain is much lower. This shows the controlled high-pass 
filtering properties of the device under different background intensities. Under back bias 
(Fig. 4.3 b) the gain in the blue/violet range has a maximum near 420 nm that quickly 
increases with the intensity. Moreover, it strongly decreases for wavelengths higher than 
450 nm, acting as a short-pass filter. Thus, back irradiation, tunes the violet/blue region 
of the visible spectrum whatever the flux intensity, while front irradiation, depending on 
the background intensity, selects the infrared or the visible spectral ranges. Here, low 
fluxes select the near infrared region and cut the visible one, the red part of the spectrum 
is selected at medium fluxes, and high fluxes tune the red/green ranges with different 
gains.  

4.3.2. Nonlinear Spectral Gain 

To analyze the effect of the background intensity in the input channels, several 
monochromatic pulsed lights separately (850 nm, 697 nm, 626 nm, 524 nm, 470 nm,  
400 nm; input channels) or combined (MUX signal) illuminated the device at 12000 bps 
[9]. 

Steady state optical bias with different intensities was superimposed separately from the 
front and back sides and the photocurrent measured. For each individual channel the 
photocurrent gain under irradiation was determined. In Fig. 4.4, these gains are displayed 
as a function of the background lighting under front (Fig. 4.4 a) and back (Fig. 4.4 b) 
irradiation. 
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(a) (b) 

Fig. 4.4. Front (a) and back (b) optical gains as a function of the background intensity  
for different input wavelengths in the VIS/NIR range. 

Results show that, even under transient conditions and using commercial visible and NIR 
LEDs, the background side and intensity changes the signal magnitude of the input 
channels. 

The gain depends mainly on the channel wavelength and to some extent on the lighting 
intensity. Even across narrow bandwidths, the photocurrent gains are quite different. This 
nonlinearity allows identification of the different input channels in the visible/infrared 
ranges. 

4.4. Wavelength Division Multiplexer  

4.4.1. Input Channels 

Four monochromatic (400 nm, 470 nm, 697 nm and 850 nm) pulsed lights with different 
intensities, separately (input channels) or combined (MUX signal) illuminated the device 
at 12000 bps. 

Steady state 390 nm front and back optical bias with 2800 µWcm-2 intensity was 
superimposed separately and the photocurrent was measured. In Fig. 4.5 a, the blue and 
violet transient signals are presented under front and back irradiations while in Fig. 4.5 b, 
the red and infrared signals are displayed. 

In Table 4.1, the measured optical gains for five different input channels are displayed.  

Back irradiation enhances, differently, the input signals in the short wavelength range 
(Fig. 4.5 a) while front irradiation increases them otherwise in the long wavelength range 
(Fig. 4.5 b). This side dependent effect is used to enhance or to quench the input signals 
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allowing their recognition and providing the possibility for selective tuning of the visible 
and IR input channels.  

  
(a) (b) 

Fig. 4.5. Input signals under front and back 390 nm background irradiation:  
(a) violet and blue channels; (b) red and infrared channels. 

Table 4.1. Optical gains under 390 nm front (∝Front) and back (∝Back) irradiations. 

 =400 
nm 

=470 
nm 

=524 
nm 

=626 
nm 

=697 
nm 

=850 
nm 

∝Back 11.6 1.8 0.6 0.4 0.4 0.4 

∝Front 0.9 1.5 3.2 4.7 4.3 3.5 

 

4.4.2. MUX Signal 

In Fig. 4.6, two MUX signals due to the input signals of Fig. 4.2 a and Fig. 4.5 are 
displayed without (dark) and under front and back irradiation. On top, the signals used to 
drive the input channels are shown to guide the eyes into the on/off channel states. Results 
show that, the background side affects the form of the MUX signal, enhancing or 
quenching different spectral ranges. In Fig. 4.6 a all the on/off states are possible so, 
without optical bias, 24 ordered levels are detected and correspond to all the possible 
combinations of the on/off states. Under, either front or back irradiation, each of those 
four channels, by turn, are enhanced or quenched differently (Fig. 4.6, Table 4.1) resulting 
in an increase magnitude of red/green under front irradiation or of the blue/violet one, 
under back lighting. Since the gain of the four input channels is different (αF,B; Table 4.1) 
this nonlinearity allows identifying the different input channels in a large visible/infrared 
range. In Fig. 4.6 b, both 400 nm and 697 nm channels have the same bit sequence which 
corresponds to only 23 ordered levels, however since the optical gains of both channels 
are quite different under front and back irradiation (Table 4.1) it is possible to identify 
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them. Under back irradiation the MUX signal receive its main contribution from the  
400 nm channel while under front irradiation it is mainly weighed by the long wavelength 
channels. By comparing front and back irradiation is possible to decode the transmitted 
information. 

Under front irradiation, near-UV radiation is absorbed at the beginning of the front diode 
and, due to the self-bias effect, increases the electric field at the back diode where the 
red/infrared incoming photons (see Fig. 4.1) are absorbed according to their wavelengths 
(see Fig. 4.3) resulting in an increased collection. Under back irradiation the electric field 
decreases mainly at the back i-n interface enhancing the electric field at the front diode 
quenching it at the back one. This leads to an increased collection of the violet/blue input 
signals. 

So, by switching between front to back irradiation the photonic function is modified from 
a long- to a short-pass filter allowing, alternately selecting the red/infrared channels or the 
blue and violet ones, thus, making the bridge between the visible and the infrared regions. 

  
(a) (b) 

Fig. 4.6. MUX signals: (a) without background and under front and back =390 nm irradiation 
and different bit sequences; (b) Front and back irradiation and two channels (400 nm  

and 697 nm) with the same bit sequence. 

4.5. Optoelectronic Model  

Based on the experimental results and device configuration a two connected 
phototransistor model (Fig. 4.7 a), made out of a short- and a long-pass filter was 
developed [5] and upgraded to include several input channels. The ac circuit 
representation is displayed in Fig. 4.7 b and is supported by the complete dynamical large 
signal Ebers-Moll model with series resistances and capacitors. The charge stored in the 
space-charge layers is modelled by the capacitor C1 and C2. R1 and R2 model the 
dynamical resistances of the internal and back junctions under different dc bias conditions. 
The operation is based upon the following strategic principle: the flow of current through 
the resistor connecting the two transistor bases is proportional to the difference in the 
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voltages across both capacitors (charge storage buckets). The modified electrical model 
developed is the key of this strategic operation principle. Two optical gate connections 
ascribed to the different light penetration depths across the front (Q1) and back (Q2) 
phototransistors were considered to allow independent blue (I1), red/infrared (I2) and green 
(I3, I4) channels transmission. Four square-wave current sources with different intensities 
are used; two of them, I1 and I2, with different frequencies to simulate the input blue and 
red channels and the other two, I3 and I4, with the same frequency but different intensities, 
to simulate the green channel due to its asymmetrical absorption across both front and 
back phototransistors. 

  
(a) (b) 

 

(c) 

Fig. 4.7.  (a) Two connected transistor model, (b) equivalent electric circuit,  
and (c) block diagram of the optoelectronic state model. 

In Fig. 4.7 c, the block diagram of the optoelectronic state model is displayed. The 
resistors (R1, R2) and capacitors (C1, C2) synthesize the desired filter characteristics. The 
input signals, IR,R,G,B,V model the input channels and i(t) the output signal. The amplifying 
elements, 1 and 2 are linear combinations of the optical gains of each impinging 
channel, respectively into the front and back phototransistors and account for the 
enhancement or quenching of the channels (Fig. 4.3 and Fig. 4.4) due to the steady state 
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irradiation. Under front irradiation we have: 2>>1 and under back irradiation 1>>2. 
This affects the reverse photo capacitances, (α1,2/C1,2) that determine the influence of the 
system input on the state change. 

A graphics user interface computer program was designed and programmed based on the 
MATLAB® programming language, to ease the task of numerical simulation. This 
interface allows selecting model parameters, along with the plotting of bit signals and 
compare simulated and experimental photocurrent results. To simulate the input channels 
we have used the individual magnitude of each input channel without background lighting 
(Fig. 4.2 a and Fig. 4.5), and the corresponding gain at the simulated background intensity 
(Table 4.1). Fig. 4.8, presents results of a numerical simulation with 3000 µW/cm2 front 
and back =390 nm irradiation and the experimental outputs of Fig. 4.2 b and Fig. 4.6 b, 
respectively.  

  
(a) (b) 

Fig. 4.8.  Numerical simulation with front and back =390 nm irradiation, and different channel 
wavelength combinations and bit sequences.  

Values of R1=10 k, R2=1 k, C1=1 nF, C2=20 nF (Fig. 4.7c) were used during the 
simulation process. On top of the figures, the drive input LED signals guide the eyes into 
the different on/off states and correspondent wavelengths 

A good fitting between experimental and simulated results was achieved. The plots show 
the ability of the presented model to simulate the sensitivity behavior of the proposed 
system in the visible/infrared spectral ranges. The optoelectronic model with light biasing 
control has proven to be a good tool to design optical filters. Furthermore, this model 
allows for extracting theoretical parameters by fitting the model to the measured data 
(internal resistors and capacitors). Under back irradiation higher values of C2 were 
obtained confirming the capacitive effect of the near-UV radiation on the device that 
increases the charge stored in the space charge layers of the back optical gate of Q2 
modelled by C2 [10]. 
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4.6. Decoding Algorithm 

Results show that the background side changes the shape of the MUX signal, enhancing 
or quenching different spectral ranges. In Fig. 4.8 a all the on/off states are possible so,  
24 ordered levels are detected and correspond to all possible combinations of the on/off 
states. Under, either front or back irradiation, each of those four channels, by turn, are 
enhanced or quenched differently (Fig. 4.5, Table 4.1) resulting in an increased magnitude 
of red/green under front irradiation or of the blue/violet one, under back lighting. Since 
the gain of the input channels is different (αF,B; Table 4.1) this nonlinearity allows 
identifying the different input channels in a large visible/infrared range. Under front 
irradiation the MUX signal presents sixteen separate levels each one ascribed to one of 
the of the 24 possible combinations of the on/off states and weighted by their optical gains. 
So, by assigning each output level to a four digit binary code weighted by the optical gain 
of the each channel, the signal can be decoded. A transmission rate of 15 kbps  
was achieved. 

The decoding algorithm is based on a proximity search [11]. Each time slot is translated 
to a vector in multidimensional space. The vector components’ are computed as a function 
of the sampled currents I1 and I2, where I1 and I2 are the currents measured under front 
and back optical bias in the respective time slot.  The result is then compared with all 
vectors obtained from a calibration sequence. The color bits of the nearest calibration 
point are assigned to the time slot. Euclidian metric is applied to measure distances. We 
have used this simple algorithm to perform 1 -to-16 demultiplexer (DEMUX) function 
and to decode the multiplex signals. As proof of concept the decoding algorithm was 
implemented in Matlab [12] and tested using different binary sequences. In Fig. 4.9 a 
random MUX signal under front and back irradiation is displayed as well as the decoding 
results. A good agreement between the signals used to drive the LED’s and the decoded 
sequences is achieved. In all tested sequences the RGBV signals were correctly decoded.  

 

Fig. 4.9.  DEMUX signals and decoded RGBV binary bit sequences. 
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The DEMUX sends the input logic signal to one of its 2n (n is the number of color 
channels) outputs, according to the optoelectronic demux algorithm. So, by means of 
optical control applied to the front or back diodes, the photonic function is modified, 
respectively from a long-pass filter to pick the red/infrared channels to a short-pass filter 
to select the violet channel, giving a step reconfiguration of the device. The green and blue 
channels are selected by combining both active long- and short-pass filters into a band-
pass filter. In practice, the decoding applications far outnumber those of demultiplexing. 
Multilayer SiC/Si optical technology can provide a smart solution to communication 
problems by providing a possibility of optical bypass for the transit traffic by dropping 
the fractional traffic that is needed at a particular point. 

4.7. Applications  

4.7.1. VIS/NIR Wavelength Selector based on a Multilayer pi’n/pin  
a-SiC:H Optical Filter  

In Fig. 4.10, the polychromatic mixture of three (RGB MUX), four (RGBV MUX) or five 
(RGBVI MUX) input channels (V (400 nm), B (470 nm), G (524 nm), R (626 nm) and  
I (700 nm)) under front (Fig. 4.10a) and back (Fig. 4.10b) lighting are displayed. At the 
top, the input channels wavelengths and their bit sequences guide the eyes. 

Results show that under front irradiation, if only three channels are involved, the MUX 
signal presents 23 different ordered levels ascribed each one to the eight on/off possible 
states. If four channels are considered, the 24 possible combinations are shown and, 
finally, if five channels are simultaneously impinging on the device, the number of visible 
levels increases to 25.  

The levels are ordered accordingly the optical gains (Fig. 4.5, Table 4.1). Under front 
irradiation, in the higher levels the 624 nm and 700 nm channels are always in the on state 
and the presence of the violet channel is the less weighted. Under back irradiation due to 
the different enhancement of the violet and blue optical gains, if only three channels are 
present the blue channel is selected otherwise the violet will be tuned. This nonlinearity 
provides the possibility for selective tuning the different wavelengths allowing their 
recognition [13, 14]. 

In Fig. 4.11, both 400 nm and 700 nm channels have the same bit sequence which 
corresponds to only 23 ordered levels, however since the optical gains of both channels 
are quite different under front and back irradiation (Table 4.1) it is possible to identify 
them. Under back irradiation the MUX signal receives its main contribution from the  
400 nm channel, while under front irradiation it is mainly weighed by the long wavelength 
channels. By comparing front and back irradiation is possible to decode the transmitted 
information [12]. 
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(a) (b) 

Fig. 4.10. Polychromatic mixture of three, four and five input channels under front (a),  
and back (b) irradiation. 
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Fig. 4.11. MUX signals under front and back irradiation and two channels (400 nm and 700 nm) 
with the same bit sequence. 

Taking into account the device configuration (Fig. 4.1), the front background irradiation 
is absorbed at the beginning of the front diode and, due to the self-bias effect [5], increases 
the electric field at the back diode where the red/infrared incoming photons (see Fig. 4.1) 
are absorbed accordingly to their wavelengths resulting in an increased collection. Under 
back irradiation the electric field decreases mainly at the i-n back interface quenching the 
long wavelength input signals in different ways. This effect may be due to the increased 
absorption under back irradiation that increases the number of carriers generated by the 
long wavelength photons. So, by switching between front and back irradiation the 
photonic function is modified from a long- to a band-pass filter allowing, alternately 
selecting the long and the short wavelength channels. 

Fig. 4.12, the MUX signals due to two possible combinations of 700 nm, 626 nm 524 nm 
470 nm and 400 nm input channels with different bit sequences are displayed, under front 
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and back 2800 µWcm-2 irradiation. The driving signals are displayed on the top of  
the figures. 

Results confirm that the magnitude and shape of the combined signal depends mainly on 
the channel wavelength through its own gain. Under front and back irradiation, the gains 
are quite different, so each of those five channels is enhanced or quenched differently. 
This side dependent effect is used to filter the input signals allowing their recognition and 
providing the possibility for selective tuning each input channel. Under front irradiation 
the MUX signal presents 25 separate levels each one ascribed to one of the of the thirty-
two possible combinations of the on/off states. So, by assigning each output level to a five 
digit binary code weighted by the optical gain of the each channel, the signal can be 
decoded. A transmission rate of 30 Kbps was achieved. 

 
 

(a) (b) 

Fig. 4.12. MUX signals and under front and back =390 nm irradiation and different bit 
sequences: (a) standard sequence, and (b) random sequence. 

Fig. 4.13, presents results of a numerical simulation with 2800 µW/cm2 front and back 
=390 nm irradiation. Fig. 4.13 a uses the MUX signal of Fig. 4.12 a, whereas in  
Fig. 4.13 b a random sequence based on Fig. 4.12 b is used. Values of R1=10 k,  
R2=1 k, C1=1 nF, C2=20 nF were used during the simulation process. On top of the 
figures the drive input LED signals guide the eyes into the different on/off states and 
correspondent wavelengths. 

A good fitting between experimental and simulated results was achieved. Furthermore, 
this model allows for extracting theoretical parameters by fitting the model to the 
measured data (internal resistors and capacitors). Under back irradiation higher values C2 
were obtained confirming the capacitive effect of the near-UV radiation on the device that 
increases the charge stored in the space charge layers of the back optical gate of Q2 
modelled by C2. 
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(a) (b) 

Fig. 4.13. Numerical simulation with front and back =390 nm irradiation,  
and different bit combinations. 

4.7.2. Indoors Localisation Using Visible Light Communication  

The lighting market has recently suffered tremendous changes due to the development of 
energy saving white LEDs. Besides lighting purposes the same devices can be used for 
wireless communication purposes when integrated in Visible Light Communication 
(VLC) technology [15]. Indoor positioning for navigation purposes in large buildings is 
currently under research in order to overcome the difficulties associated with the use of 
GPS in such environments, usually restricted by attenuation and shadowing effects. The 
motivation for this application is also supported by the possibility of taking advantage of 
an existing lighting and WiFi infrastructure [16], Indoors navigation can be used in several 
applications that extend from the guidance of users inside large buildings (museums, 
shopping malls, convention centers, airports, etc.) or provide location-based services and 
advertisements to the users when available in consumer electronic products or even for 
the automation of some inventory management processes through the location detection 
of products inside large warehouses [17]. 

There are different positioning algorithms for indoors positioning using VLC that can be 
broadly divided into three categories: triangulation, scene analysis, and proximity. In this 
chapter we use a novel approach to determine localization using a communication system 
that operates in the visible range with four white RGB LEDs and a photodetector device 
based on two stacked multilayered a-SiC:H/a-Si:H structures [18, 19]. The internal red 
and blue chips of the white LEDs are modulated at different frequencies and the device 
photocurrent is measured under different biasing conditions. The decoding strategy takes 
advantage of the external adjustment of the device sensitivity that makes possible the 
identification of the transmitted wavelength and of the output photocurrent Fourier 
analysis [20]. A navigation path is analyzed and decoded using the proposed positioning 
algorithm. 

The proposed indoors navigation system involves wireless communication, computer 
based algorithms and smart sensor and optical sources network, which constitutes a 
multidisciplinary approach framed in cyber-physical systems. 
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4.7.2.1. Positioning System Design 

The proposed localization system is based on the use of four white tri-chromatic LEDs 
placed on the ceiling and a pinpin photodetector located at the ground level (Fig. 4.14). 
At a fixed distance the photodetector device was centered inside this square. 

 

Fig. 4.14. Experimental assembly of LEDs and photodetector positioning system. 

The red chips of the left white LEDs were modulated at different frequencies while the 
same procedure was done with the blue chips of the right LEDs. It was assumed that each 
white LED cone of light would overlap in the central region of the square. In the lateral 
and corner parts this intersection would be partial due to the radiation patterns 
superposition of the closest two or three LEDs. The identification of the different signals 
will be the key for the identification of the photodetector position and thus for the indoor 
navigation based on the lighting infra-structure. 

It was assumed that each LED semiconductor chip emitted light only perpendicular to the 
semiconductor's surface, and a few degrees to the side, which results in a light cone 
pattern. When the LEDs are adjacent there is a superposition of the light pattern of each 
LED, giving rise to spatial regions that can be assigned to different light conditions  
(Fig. 4.15 a).  

As the white LEDs are placed in a square geometry, the superposition of the four LEDs 
results in nine different regions (Fig. 4.15 b), where the presence of two, three or four 
optical signals coexist. 

Fig. 4.16, shows the simplified cross-section structure of the multilayer heterostructure 
used to detect the transmitted information and the biasing steady state illumination 
supplied by monochromatic light of fixed wavelength. 

Background steady state light is supplied by violet LEDs (390 nm) that illuminates the 
device by the back or the front side. The white light produced by the RGB LEDs is directed 
from the front side and in each LED the red of the blue chips were modulated with a 



Sensors and Applications in Measuring and Automation Control Systems 

 92

specific bit sequence. The device was reverse biased at – 8 V and the photocurrent was 
measured between the front and back electrical contacts. 

  
a) b) 

Fig. 4.15. (a)  Light cone pattern superposition from adjacent LEDs; (b) Cardinal directions 
assigned to the superposition of the emission cones pattern of adjacent LEDs. 

 

Fig. 4.16. Simplified cross-section view of the photodetector. 

4.7.2.2. Optoelectronic Characteristics 

The characterization of the optical sources was done through the measurement of the 
output spectra of each biased chip junction of the RGB white LED with the driving 
current. In Fig. 4.17 it is plotted the normalized output spectra of the red and blue chips 
of the RGB white LEDs used in this experiment and the dependence of peak intensity with 
the driving current.  
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(a) (b) 

Fig. 4.17. Optoelectronic characteristics of the red and blue chips: (a) output spectrum;  
(b) output intensity dependence on driving current. 

The output spectra cover the wavelengths assigned to the blue, green and red regions, with 
wavelengths centered, respectively at 470 nm and 626 nm. The full width half height 
(FWHH) is 22 nm for the blue chip and 13 nm for the red chip, which is in agreement 
with the usual design of these chips adjusted for the white color perception. As it can be 
seen from Fig. 4.17 a) the trend is similar for both wavelengths, as the optical intensity is 
enhanced with the current. When the current increases, the minority carrier concentration 
increases also, and thus the rate of recombination is enhanced, which results in an 
increased output of light intensity (Fig. 4.17 b). However, the increase in the output light 
power is not linear with the LED current. At high current levels a strong injection of 
minority carriers occurs, which leads to the recombination time to be dependent on this 
concentration, and hence on the current itself. This leads to a nonlinear recombination rate 
with the current. The optical characteristics of the white tri-chromatic LEDs are 
summarized in Table 4.2. 

Table 4.2. Optical characteristics of the white LEDs at 25 ºC. 

 Red Green Blue 
Dominant wavelength, (nm) 619 - 624 520 - 540 460 - 480 
Luminous intensity, (mcd) 355 - 900 560 - 1400 180 - 505 
Spectral bandwidth @ 20 mA 24 38 28 

 

The output characteristics of the photodetector in transient mode are shown in Fig. 4.18 
without and under background light from both front and back sides. The experiment was 
done using square waveform driving currents to modulate the red and blue chips of the 
white LEDs, and the output transient signal was measured under pulsed illumination of 
the red and the blue chips individually. On top of each graph the correspondent optical 
signal is displayed. 
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Results show that the use of steady state illumination as background light changes the 
device spectral sensitivity. For long wavelengths (red) it is observed an amplification of 
the photocurrent under front optical bias while under back optical bias the signal is 
reduced. For shorter wavelengths (blue) the opposite trend is observed with a small 
amplification under back bias and a minor reduction under front bias. 

 

Fig. 4.18. Transient photocurrent measured under pulsed illumination of the (a) red,  
and (b) blue chips without optical bias and under front and back optical bias. 

This means that the modulated signal of the red chip will be enhanced under front light 
and shortened under back illumination, while the blue signal will be amplified under back 
light and slightly reduced under front light. The quantification of the signal amplification 
under front and back bias is determined by the optical gain (αF and αB for the front and 
back gains, respectively), defined at each wavelength () as the ratio between the signal 
magnitudes measured with and without optical bias. The gains observed for the signals 
used in this experiment are listed in Table 4.3. 

Table 4.3. Optical gains of each individual signal. 

 αF αB 
R1 4.97 0.66 
R3 5.00 0.67 
B1 0.82 1.62 
B3 0.78 1.34 

 

The analysis of the optical gains shows that red signals exhibit an amplification factor 
around 5 when measured under front bias, while under back bias they are reduced 30 %. 
On the other hand, the blue signals suffer amplification near to 1.5 under back illumination 
and a reduction of 20 % under front light background. 

0 1 2 3 4 5
0,0

0,2
0,4

0,6

0,8
1,0

1,2

1,4
1,6

1,8
2,0

2,2

2,4


F
=1.62


B
=0.82

R1

F=4.97
B=0.66

B1

P
ho

to
cu

rr
en

t 
(

A
)

Time (ms)

 Dark,  Front,  Back



Chapter 4. Enlarged Spectral Sensitivity Outside the Visible Spectrum in Tandem a-SiC:H pi’n/pin 
Photodiodes 

 95 

4.7.2.3. Analysis of Transient Signals from RGB White LEDs 

In order to analyse the photocurrent signal when the red and blue chips of the tri-chromatic 
white LED are transmitting a different signal, the internal LEDs were pulsed using 
different time dependent biasing currents. The location identification is based on the 
analysis of the device photocurrent, which results from the optical excitation induced by 
the optical signals. Thus it is important for the system to be able to detect the combination 
of two, three of four optical signals. The output photocurrent signals measured under 
different optical bias conditions (with and without front and back optical violet bias) are 
displayed in Fig. 4.19. The condition assigned when all optical signals are off corresponds 
to the reference level.  

  
(a) (b) 

 
(c) (d) 

Fig. 4.19. Photocurrent measured without and under front and back optical bias when the device 
at: (a) central position, #5; (b) corner position, #3, (c) position #2, and (d) position # 4. At the top 

it is shown the input modulated optical signals from red and blue chips. 

The single optical signals are displayed at the top of the figure to help the reader with the 
different on-off optical states. Fig. 4.19 a displays the transient signal using different 
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optical bias conditions during the signal acquisition process when the photodetector is 
located at the central region (receiving 4 optical signals at position #5), in Fig. 4.19 b at a 
corner region (3 optical signals at position #3) and in Figs. 4.19 c and 4.19 d at side regions  
(2 optical signals at positions #2 and #4). In each region each optical signal will induce an 
optical excitation in the photodetector and thus contribute differently to the photocurrent. 
In positions #5, #3 and #2 the detector receives optical signals from the red and blue 
signals modulated at different frequencies. In these cases the signal measured under back 
illumination is similar to the signal measured without background illumination, which is 
due to the presence of both red and blue wavelengths that exhibit opposite behaviors under 
back illumination. The red light quenches the signal and the blue light amplifies it. On the 
other hand, the photocurrent under front illumination results in an amplified signal 
compared with the signal without optical background bias, due to the high amplification 
factor of the red light. From the evaluation of the amplification factors it is observed the 
values of αF=2.53, αB=0.80 for the signals of position #5 (Fig. 4.19a), αF=2.02, αB=0.81 
for position #3 and αF=2.42, αB=0.83 for position #2 (Fig. 4.19c), which are the key 
elements for the detection of blue and red channels. In position #4 there is only the 
presence of two red channels of different frequencies and thus the signal under front 
optical background is strongly amplified (αF=4.86) and cut around the half under back 
bias (αB=0.58).  

In Fig. 4.20 is displayed the dependence observed between the amplification factors of 
the mixed signals measured in positions #1 to #9. As this quantity is obtained from the 
ratio between the signal magnitudes measured with and without optical bias, it results 
from the ratio of maximum photocurrent values obtained when all optical signals are ON. 
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Fig. 4.20. Dependence observed between the amplification factors of the mixed signals measured 
in positions #1 to #9. The colored dashed lines illustrate different trends assigned to balanced 

(black dashed line) or unbalanced contribution the channels (red and blue dashed lines). 

The trend of the plot shown in Fig. 4.20 shows three distinct regions, that correspond to 
the strong presence of blue light (αF<2 and αB>0.8), to the balanced contribution of both 
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red and blue channels (2.42<αF<2.84 and αB0.80) and to the strong contribution of the 
red light (αF>3). These trends allow thus the detection of the signals received by the 
photodetector/DEMUX device. 

4.7.2.4. Decoding Strategy 

As shown in Fig. 4.15b each region is characterized by different light signals. As proof of 
concept we have developed a computer algorithm to detect the sensor’s relative position 
based on the measured photocurrents. The program uses two simple steps. In the first step, 
taking advantage of the wavelength filtering properties of the photodiode, front biasing is 
used to detect the red wavelength and back biasing to detect the blue wavelength. Because 
signals of two different modulating frequencies may share the same light wavelength an 
additional step is necessary to detect which frequencies are present. The modulus of the 
complex Fourier coefficient of the photocurrent is calculated for each of the relevant 
frequencies and compared with a predefined threshold value. Only when the calculated 
coefficient is superior to the threshold the respective signal is considered present. Using 
this approach it was possible to correctly identify the regions illustrated in Fig. 4.15 b 
based only on the measured photocurrent. As an example, Fig. 4.21 shows the absolute 
value of the Fourier coefficients at the center position. In this case for both the back and 
front photocurrent we can see that there are two strong peaks at 750 Hz and 3 kHz. This 
suggests that the two modulating frequencies are present in both wavelengths which is in 
agreement with the center position being illuminated by all four LEDs. 
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Fig. 4.21. Frequency spectra of the front and back photocurrent signals measured  
at the central position.  

4.7.2.5. Navigation Performance 

In order to test the navigation performance of the system, the photocurrent signal was 
measured placing the detector at the center of the geometrical assembly defined by the 
four LEDs. Then the detector was moved towards different directions defining 3 paths to 
NW, NE and SW (Fig. 4.22 a). In each of these directions the signal was measured and 
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compared to the signal obtained under the assumption that in that region only two or three 
of the LEDs were ON (Figs. 4.22 b, c and d). 

 

(a) (b) 

  
(c) (d) 

Fig. 4.22.  (a) Paths of the detector; Front photocurrent signal measured at different detector 
positions: (b) Center and NW, (c) NE and, (d) SW. 

Results show that the output signal develops differently depending on the impinging 
optical signals, which are related to the detector position. In plots of Figs. 4.22 b c and d 
the dark line corresponds to the front photocurrent signal measured under the LEDs pulsed 
illumination that corresponds to that cardinal direction (Fig. 4.15 b). The red, green and 
blue lines correspond to the photocurrent signals measured with the detector following the 
paths shown in Fig. 4.22 a. The observed signals agreement is the key for the adequate 
localization. 

4.7.2.6. Summary 

An indoors positioning system based on the use of VLC has been presented. Results 
showed that the use of a pinpin double photodiode based on a a-SiC:H heterostucture as 
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photodetector and modulated RBG white LEDs as optical sources enable navigation 
capabilities to the proposed system, as the position of the moving detector can be inferred 
along time. The decoding strategy used takes advantage of the filtering properties of the 
device to infer the modulated wavelength and the Fourier transform for frequency 
determination. Future work involves intensity studies and the analysis of the position 
accuracy of the photodetector. 

4.8. Conclusions  

We experimentally and theoretically demonstrate the use of near-ultraviolet steady state 
illumination to increase the spectral sensitivity of a double a-SiC/Si pi’n/pin photodiode 
beyond the visible spectrum (400 nm-880 nm). The concept is extended to implement a 1 
by 4 wavelength division multiplexer with channel separation in the visible/near infrared 
ranges.  

Results show that, the pi´n/pin multilayered structure becomes reconfigurable under front 
and back irradiation, acting as data selector in the VIS/NIR ranges. The device performs 
WDM optoelectronic logic functions providing photonic functions such as signal 
amplification, filtering and switching. The opto-electrical model with light biasing control 
has proven to be a good tool to design optical filters in the VIS/NIR. An optoelectronic 
model was presented and proven to be a good tool to design optical filters in the VIS/NIR 
range. A decoding algorithm to decode the information was presented. Some applications 
using the same device in the VLC domain were reported.  

Acknowledgements 

This work was supported by FCT (CTS multi annual funding) through the PIDDAC 
Program funds (UID/EEA/00066/2013). 

References 

[1]. T. Komiyama, K. Kobayashi, K. Watanabe, T. Ohkubo, and Y. Kurihara, Study of visible 
light communication system using RGB LED lights, in Proceedings of the IEEE SICE Annual 
Conference, 2011, pp. 1926–1928. 

[2]. S. S. Djordjevic et al., Fully Reconfigurable Silicon Photonic Lattice Filters With Four 
Cascaded Unit Cells, IEEE Photonics Technology Letters, 23, No. 1, 2011, pp. 41-44. 

[3]. P. P. Yupapin and P. Chunpang, An Experimental Investigation of the Optical Switching 
Characteristics Using Optical Sagnac Interferometer Incorporating One and Two Resonators, 
Optics & Laser Technology, Vol. 40, No. 2, 2008, pp. 273-277. 

[4]. S. Ibrahim et al., Fully Reconfigurable Silicon Photonic Lattice Filters with Four Cascaded 
Unit Cells, in Proceedings of the Optical Fibre Communications Conference, 
OSA/OFC/NFOEC, San Diego, 21 Mar 2010, paper OWJ5. 

[5]. M. Vieira, P. Louro, M. Fernandes, M. A. Vieira, A. Fantoni, and J. Costa, Three Transducers 
Embedded into One Single SiC Photodetector: LSP Direct Image Sensor, Optical Amplifier 
and Demux Device, Advances in Photodiodes, InTech, Chap. 19, 2011, pp. 403-425. 



Sensors and Applications in Measuring and Automation Control Systems 

 100

[6]. M. Vieira, P. Louro, M. Fernandes, M. A. Vieira, A. Fantoni, and J. Costa Advances in 
Photodiodes, InTech, Chap. 19, 2011, pp. 403-425. 

[7]. M. A. Vieira, P. Louro, M. Vieira, A. Fantoni, and A. Steiger-Garção, , Light-activated 
amplification in Si-C tandem devices: A capacitive active filter model, IEEE Sensor Jornal, 
12, No. 6, 2012, pp. 1755-1762. 

[8]. M. A. Vieira, M. Vieira, P. Louro, V. Silva, and A. S. Garção, Photodetector with integrated 
optical thin film filters, Journal of Physics: Conference Series, 421, March 2013, 012011. 

[9]. M. Vieira, M. A. Vieira, I. Rodrigues, V. Silva, and P. Louro, Tuning optical a-SiC/a-Si active 
filters by UV bias light in the visible and infrared spectral ranges, Phys. Status Solidi, C, 2014, 
pp. 1-4. 

[10]. M. Vieira, M. A. Vieira, I. Rodrigues, V. Silva, P. Louro, A. Fantoni, UV Irradiation to 
Increase the Spectral Sensitivity of a-SiC:H pi’n/pin Photodiode Beyond the Visible 
Spectrum Light, in Proceedings of the 6th International Conference on Sensor Devices, 
Technologies and Applications (SENSORDEVICES’ 15), Venize, Italy, 2015, pp. 44-50. 

[11]. M. A. Vieira, M. Vieira, P. Louro, V. Silva, J. Costa, A. Fantoni, SiC Multilayer Structures 
as Light Controlled Photonic Active Filters, Plasmonics, 8, 1, 2013, pp. 63-70. 

[12]. M. A. Vieira, M. Vieira, J. Costa, P. Louro, M. Fernandes, A. Fantoni, Double pin 
Photodiodes with two Optical Gate Connections for Light Triggering: A capacitive two-
phototransistor model, Sensors & Transducers, Vol. 10, Special Issue, February 2011,  
pp. 96-120. 

[13]. M. Vieira, M. A. Vieira, P. Louro, A. Fantoni, V. Silva, SiC pinpin Photonic Filters for 
Linking the Visible Spectrum to the Telecom Gap, Microelectronic Engineering, Vol. 126, 
25 August 2014, pp. 179–183. 

[14]. M. Vieira, M. A. Vieira, V. Silva, I Rodrigues, P. Louro, A. Fantoni, Wide Spectral Sensitivity 
of Monolithic a-SiC:H pi'n/pin Photodiode Outside the Visible Spectrum, Sensors & 
Transducers, Vol. 193, Issue 10, October 2015, pp. 33-40. 

[15]. K. Panta and J. Armstrong, Indoor localisation using white LEDs, Electron. Lett., 48, 4, 2012, 
pp. 228–230. 

[16]. W. Zhang, M. I. S. Chowdhury, and M. Kavehrad, Asynchronous indoor positioning system 
based on visible light communications, Optical Eng., 53, 4, 2014, 045105. 

[17]. T. Tanaka and S. Haruyama, New position detection method using image sensor and visible 
light leds, in Proceedings of the 2nd IEEE Int. Conf. on Machine Vision (ICMV’09), 2009,  
pp. 150–153. 

[18]. P. Louro V. Silva, M. A. Vieira, M. Vieira, Viability of the use of an a-SiC:H multilayer 
device in a domestic VLC application, Phys. Stat. Sol., C11, 2014, pp. 1703–1706. 

[19]. P. Louro, V. Silva, J. Costa, M. A. Vieira and M. Vieira, Transmission of Signals Using White 
LEDs for VLC Application, MRS Advances, 2016, in press. 

[20]. P. Louro, V. Silva, J. Costa, M. A. Vieira and M. Vieira, Added transmission capacity in VLC 
systems using white RGB based LEDs and WDM devices, Proc. SPIE 9899, Optical Sensing 
and Detection IV, 98990F, 2016. 

 
 



Chapter 5. Trends in Improving the Accuracy of SPR-Devices 

 101 

Chapter 5 
Trends in Improving the Accuracy  
of SPR-Devices 

Volodymyr Maslov, Yuriy Ushenin, Glib Dorozinsky1 

5.1. Introduction 

It is known that optical methods possess a high operation speed and enable to reach high 
accuracy and sensitivity in measurements. One of the promising optical methods for 
analysis of various compounds and micro-objects as well as processes at the molecular 
level is the refractometric method based on surface plasmon resonance (SPR) 
phenomenon. As compared with traditional measuring methods, the SPR-method 
provides possibility to study processes of molecular interaction in micrometer-thickness 
layers in the real-time scale; low value of the sample volume required for measurements 
(less than 10 μl); the method does not require any markers or fluorescent labels for 
studying the analyte [1]. 

5.2. Principle of Operation of Devices Based on Surface Plasmon 
Resonance and Main Areas of their Application 

The principle of operation of SPR-devices lies in determination of changes in the analyte 
refraction index (RI) by observing the shift of the analyte reflection curve R(θ) minimum. 
The preferential majority of SPR-devices are designed using the Kretschmann geometry 
(Fig. 5.1a) that consists of a laser (1), prism for total internal reflection (TIR) (2), sensitive 
element (3) and photodetector (4) [2]. 

The most widely spread sources for exciting surface plasmons are lasers. The reflection 
characteristic R(θ) is the dependence of the intensity of laser light on the angle of its 
incidence onto the surface of sensitive element (SE) within the range of angles higher than 
the TIR angle at the boundary SE – analyte (Fig. 5.1b). The analyte RI value is related 
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with the value of the minimum inherent to the reflection curve Δθ0 via the following 
parameters of device optical scheme elements: laser light wavelength, refraction indexes 
of SE, TIR prism and analyte. As a plasmon-carrying layer, there mainly used is gold or 
silver. 

 

(a)                                                                   (b) 

Fig. 5.1. Optical scheme of the SPR-device based on the Kretschmann geometry (a) and angular 
dependences for the intensity of light reflected from the boundary SE-analyte before (-)  

and after (---) changes in the analyte RI by the value Δn (b) [3]. 

If the SE metal layer is sufficiently thin (< 200 nm), then a considerable part of 
electromagnetic wave decaying in metal can reach the opposite surface of this layer. Then 
SPR becomes sensitive to properties of the medium contacting with metal. A position of 
the minimum in the reflection curve depends on electric polarization (dielectric 
permittivity) of this medium. 

When properties of the metal layer or the refraction index of medium being above this 
layer are changed, the reflection minimum is essentially shifted. Therefore, originally 
measurements of reflection characteristics under SPR conditions were only considered as 
a very sensitive method for studying the optical properties and states of metal surfaces [4]. 
In what follows, it became used as the most exact method of refractometry for determining 
the refraction indexes of liquids and gases. 

Improvement of SPR-devices and creation of highly stable receptors [5] enabled to 
perform an efficient monitoring of drugs both in the process of producing them and in the 
process of their application [6-10]. SPR-devices are widely used for revealing bacteria, 
parasites and viruses, namely: Staphylococcus aureus [11, 12], Pichia pastoris [13], 
Leishmania [14], Mycobacterium tuberculosis [15], human adenovirus [16], Epstein-Barr 
virus [17], avian influenza H5N1 [18], Dengue virus [19], hepatitis B [20] and HIV [21]. 
Besides, the SPR method is used for prevention and manifestation of embolism of arteries 
at early stages [22], of early birth [23], sclerosis [24], Alzheimer’s desease [25, 26], for 
investigation of liver [27] and kidneys [28]. This method is also used for determination of 
nerve activity [29], glucose level [30] and blood group [31]. It is worth to note application 
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of the SPR method for monitoring and curing oncological deseases. Due to its high 
sensitivity [32-36], this technology can be efficiently used to reveal cancer at its early 
stages, which is very important for timely curing. SPR-devices are also used for curing 
the definite oncological deseases both to develop medical drugs [37 - 40] and for direct 
cure. The most widely spread oncological deseases that can be diagnosed at the early 
stages by using the SPR method are as follows: cerebral glioma [44], skin melanoma [45] 
and ovarian carcinoma [46]. 

Enhancement of accuracy and sensitivity of measurements enables to widen the area for 
applying the SPR-devices in instrument making industry for detection of ecologically and 
fire dangerous volatile substances as vapors of methanol, acetone, benzenein air of paint 
zone or section. These devices are used for quantitative and qualitative analyses of the 
following air components: СО, Н2, NO2 as well as vapors of organic substances [47, 48]. 
Also, they can be used for integrated controlling water quality [49], determination of metal 
ions content in water and food, in particular, iron [50], silver [51], cadmium [52], 
chromium [53], determination of availability and amount of pesticides as well as 
herbicides in water and food [54, 55], outcrop of parasites and creation of efficient means 
to throw off them [56-59]. SPR phenomenon is also used in analytical equipment for 
determining poison and explosive substances. In particular, it enables to detect such 
poison substances as phenols [60], neurotoxins [61], ochrotoxins [62], enterotoxins [63], 
palitoxins [64] and cyanides [65]. SPR can be applied for revealing such explosive 
substances as trinitrotoluol [66], for checking motor oils [67], detecting fume and 
methanol [69] in air. 

To further widen the areas for application of SPR-devices and to reduce the detection limit 
of concentrations of studied substances (analytes), it is necessary to enhance sensitivity 
and accuracy of these devices. 

This review is devoted to the analysis of main modern tendencies in increasing the 
accuracy of devices based on SPR phenomenon. 

Our analysis of literature data for the last 25 years enabled to ascertain the tendency of 
development of SPR-devices with regard to enhancing their sensitivity and lowering their 
detection limit. Starting from 1990, the detection limit for the analyte concentration in 
buffer was lowered by 160 times from 8 ng/ml down to 50 pg/ml (Fig. 5.2 a) [68]. Also 
increased is the number of publications (Fig. 5.2 b). 

With account of the growth in the number of publications devoted to improvement and 
application of SPR-devices (Fig. 5.2 b), one can draw a conclusion that this direction of 
scientific researches is topical and promising. Being based on the above analysis, it can 
be expected that the detection limit will reach the range 3…10 pg/ml in 2020 - 2025. In 
future, decreasing the detection limit will be limited by availability of thermal noises and 
noises caused by friction of liquid flow in a cuvette, as well as technological possibilities 
in preparation of analytes. In the most cases, enhancement of the sensitivity is related with 
increasing the electromagnetic field at the surface of a sensitive element. The detection 
limit value can be considerably reduced by using the systems with a high value of the ratio 
signal-to-noise, namely: interferometry, ellipsometry or polarimetry [3-5]. 
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(a) (b) 

Fig. 5.2. Advancement in the analyte detection limit (a), and growth of the quantity  
of publications in the field of SPR sensors (b) for the last 25 years [2]. 

In recent decades, one can observe development of sensitive facilities based on SPR  
[6, 7] for optical detection of small biological and chemical objects in gases and liquids 
[8]. SPR-devices are applied in various fields of analytical activity including molecular 
recognition, identification of immune deseases, etc. [9-15]. The SPR-devices are widely 
used in scientific researches, in medicine, pharmacology and ecological monitoring [16-
18], therefore, enhancement of accuracy inherent to these devices seems to be a topical 
task. Therefore, leading firms producing SPR-devices as well as scientific community 
improve both technology and design of SPR-devices to increase their sensitivity and 
accuracy in measurements. 

In refractometric SPR sensors with direct conversion, the analyte refraction index directly 
changes characteristics of light wave, namely: the angle and wavelength of SPR 
excitation, intensity, phase and polarization of radiation (Fig. 5.3). And the main 
performances of these devices are sensitivity, accuracy and dynamic range. Just accuracy 
is the most important parameter. The sensor response Y to the given amplitude of the 
measured value X can be represented using the transfer function Y = F (X) that can be 
defined by the theoretical model of this sensor or by the results of its calibration. However, 
the magnitude of the measured value Xmeas differs from the true value X0 by the 
amplitude of error of measurements. This error is a consequence of many reasons 
accompanying the process of measurements. 

 

Fig. 5.3. Scheme of measurements for direct conversion of the input signal [1]. 
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The analysis of construction and operation regimes of devices with angular scanning has 
shown that the main structural-and-technological factors influencing the nature and 
amplitude of basic measurement errors are as follows: construction of the sensor and 
technology of its manufacturing, temperature regime of device operation, excitation 
wavelength, value of analyte flow through the measuring cuvette, parameters of the device 
kinematic scheme, and the process of mathematical processing the measurement results. 
Some additional measurement errors are caused by stochastic processes, namely: 
interphase fluctuations related with random processes of adsorption-desorption at the 
boundary SE – analyte, effects of microscopic air bubbles at the SE surface, supply line 
interferences, electromagnetic interferences, effects of friction – slipping in the kinematic 
scheme, and so on. 

The influence of these additional errors is usually minimized by device construction and 
application of complementary equipment in the course of measurements. For example, in 
devices of the “Plasmon” series [87], pumping the analyte through the measuring cuvette 
is performed using the 8-channel peristaltic pump developed at V. Ye. Lashkaryov 
Institute of Semiconductor Physics, NAS of Ukraine. The speed of pumping was chosen 
within the range (5...20) ± 1 µl/min and is kept constant, which provides minimal effect 
on analyte RI and changes in its pressure during pumping through the measuring cuvette. 
Mechanical vibrations are reduced due to special dampers between elements of the 
kinematic scheme and device case. 

In practice, SPR registration is realized by measuring energetic relations between 
amplitudes of incident and reflected light. Changing the angle of light incidence or its 
wavelength, one can plot the dependence of light reflection on these parameters. The 
narrower this dependence, the higher accuracy of measurements of the minimum position 
can be reached [88]. 

Let us consider in more detail the following principal ways to increase the accuracy of 
SPR measurements for analytes: increasing the wavelength of radiation exciting SPR, 
improvement of construction and technology for deposition of the SE metal layer, 
reducing the influence of the temperature factor on measurement results as well as results 
of numeric methods for processing data of measurements with applying a special software. 

5.3. The Way to Increase the Wavelength of Radiation Exciting SPR 

Changes in the wavelength of exciting radiation cause changes in the refraction index of 
analyte and changes of optical scheme elements in the measuring facility along with SE. 
As a result, the shape of reflection characteristic is also changed (Fig. 5.4 a), which leads 
to increasing the absolute error in measurements of minimum angular position and, as a 
consequence, to growing the absolute error in RI of analyte. Besides, the increase in the 
wavelength results in narrowing the dynamic range for measurements of analyte RI in the 
regime Slope [2], makes the list of studied substances and chemical reactions more 
narrow, too (Fig. 5.4 b). 
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(a) (b) 

Fig. 5.4. Results of the numeric analysis for the calculated dependence R(θ) for various 
wavelengths from the optical range (a) and dependences for the device sensitivity  

in the Slope regime on the excitation wavelength under changing the analyte  
refraction index within the interval 10-5 to 10-2 (b) [2]. 

To reach the maximum in sensitivity, it is recommended to use the sources for SPR 
excitation with a wavelength taken from the range λ = 700…1000 nm [89]. But transfer 
to the infrared spectral range increases temperature effect on analyte. The optimal 
wavelength for excitation within this range was chosen as 850 nm from the viewpoint of 
minimal errors in determining the analyte RI as well as minimal action of electromagnetic 
radiation on this analyte [90, 91]. Experiments showed an increasing response of SPR-
sensor and widening the measurement range (Fig. 5.5). 

(a) (b) 

Fig. 5.5. Experimental dependences R(θ) (a), kinetics of distilled water substitution with sodium 
chloride solution (b) for the laser wavelengths 650 (1) and 850 nm (2) [2]. 

In the course of experiments, distilled water in the measuring cuvette was substituted with 
9 % solution of sodium chloride. At first, the reflection characteristics for analytes R(θ) 
were measured, then the kinetics in the regime Slope was done. It was experimentally 
ascertained that growth in the device laser wavelength from 650 up to 850 nm provided 
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reduction of the absolute error in measurements of analyte RI by 5.5 times: from  
± 6.2 × 10-5 down to ± 1.1 × 10-5 [92]. Data of the numeric analysis showed that further 
increase in the wavelength from 850 up to 1200 nm has no effect on the value of absolute 
error in measurements of analyte RI and can be only used to enhance the device sensitivity 
in the Slope operation regime [70]. 

5.4. Improvement of Fabrication and Construction of the Device Sensitive 
Element 

When creating the analytical devices, it is important to analyze the influence of SE 
material and technology for its making on the shape of reflection characteristics R(θ) as 
well as accuracy in determination of its minimum position. In practice, gold and silver are 
preferentially used as SE material. Copper and aluminum are not practically used: copper 
– through its high capability to be oxidized, and aluminum – through its very high value 
of the imaginary part of dielectric permittivity εі, which essentially widens the reflection 
characteristic. Analyzed in the works [93-95] is the problem of optimal choosing the metal 
and exciting light wavelength from the viewpoint of reaching the maximal sensitivity and 
chemical inertness of SE operation surface. It is known that usage of silver layers enables 
to obtain rather narrow minimum in the R(θ) characteristic as compared with that of other 
metals. However, the gold operation surface of SE is more stable and chemically inert. 
Therefore, just the gold layer is most widely used as carrier of surface plasmons. 

An important factor here is the influence of surface relief inherent to the gold layer on 
light absorption, since just the surface is characterized by availability of a strong electric 
field. Therefore, surface roughness of metal layer defines an essential effect on 
propagation of surface plasmons, which, as a result of energy dissipation, leads to early 
decay of plasmons and reduction of their phase velocity [96-99]. In this case, the shape of 
the dispersion curve is changed, and the resonance frequency of surface plasmons is 
shifted. If the wavelength of incident light is fixed, with growing the SE surface roughness 
the minimum position of the reflection characteristics is shifted to the side of higher 
angles, the reflection amplitude in the resonance minimum (Rmin) increases, the reflection 
characteristic is widen, and, as a consequence, the error of determining the minimum 
position grows. 

Let us consider the influence of technology for preparation of SE metallic layer. The 
principal factors influencing the structure and properties of metallic layers made of 
thermal evaporation in vacuum are the speed of deposition and temperature of substrate 
[100, 101]. In the case of gold metallic layer of SE, the deposition speed 4 to 5 nm/s 
provides a layer with a maximal density as well as reproducible optical parameters and 
smooth homogeneous surface. At the same time, low speeds of deposition results in fine-
dispersed, rough and friable structure of deposited layers, while high deposition speeds 
lead to the coarse-grained structure of surface [102]. To reduce the influence of substrate 
relief on the surface roughness of deposited metal layers, the substrate surface is prepared 
using traditional optical technology that is usually used when making optical parts [103]. 
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An alternative way to act on the structure and properties of SE metal layers is the 
temperature annealing [104]. For the layers crystallizing under conditions of considerable 
overcooling at room temperature, the temperature annealing is an efficient stabilizing 
factor [105]. This thermal treatment decreases the concentration of defects in the 
crystalline lattice, the structure of these layers transfers to more stable thermodynamic 
state, which is accompanied by more stable optical properties [106]. In polycrystalline 
layers of gold and silver, the most essential changes in the structure with increasing of 
grain sizes take place for the first 5 – 10 min of annealing at relatively low temperatures 
(not exceeding 300 °С) [107]. To provide a minimal roughness, it is recommended to 
anneal at the temperature 120 °С [108]. 

One of the promising technological ways to enhance the accuracy of measurements is to 
narrow the reflection characteristic R(θ), which can be realized by decreasing the 
roughness of the SE metal layer due to changing the geometry of mutual arrangement of 
the substrate and evaporator. It was ascertained experimentally that when the substrate is 
placed at the angle 45° between its normal and direction to the evaporator, and the SE 
metal layer is deposited multiply, the surface roughness of this layer is decreased by 2.5 
times: from 2 down to 0.8 nm. It resulted in narrowing the reflection characteristic and 
increasing the sensor response by 1.5 times, when analyzing liquid substances, and by 2 
times for gases, in the Slope regime of measurements. Due to narrowing the SPR curve, 
the absolute error of measuring the analyte RI was 5-fold decreased: from ± 7 × 10-6 down 
to ± 1.2 × 10-6. The obtained results were confirmed by the authors of the work [109].  
Implementation of this new technology for preparation of the SE metal layer not only 
decreased the absolute error of measuring the analyte RI but, in addition, increased the 
sensitivity due to growing the steepness of SPR curve slopes and ordering the structure of 
SE surface [110, 111]. 

5.5. Decreasing the Influence of Temperature Factor on Results  
of Measuring the Analyte Refraction Index 

The influence of temperature on the accuracy of SPR-devices can be expressed via the 
absolute error of measurement results δNT caused by temperature changes of RI inherent 
to elements of the device optical scheme and analyte. The value of this error depends on 
the range of temperature changes in the course of measurements as well as values of RI 
temperature coefficients of optical elements and analyte. 

The principal elements of the SPR optical scheme, which have the main effect on the value 
of this error are the half-pentaprism and SE metal layer [112]. Besides, the result of analyte 
RI measurements is influenced by the temperature dependence of laser wavelength. The 
temperature coefficient for the laser wavelength is approximately (0.12...0.15) nm/K 
[113]. Temperature changes of RI n and extinction coefficient k inherent to SE metal layer 
are, first of all, related with decreasing the density of charge carriers (electrons) in it, 
which is conditioned by thermal volume expansion of the metal layer and thermal 
vibrations of the metal crystalline lattice. The density of electrons in metal layer is in 
inverse proportion to temperature and the coefficient of thermal volume expansion [114]. 
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Temperature changes of the half-pentaprism RI are determined by the value of the 
temperature coefficient inherent to material from which it is made of. In the devices of 
Plasmon series, half-pentaprisms are made of glasses of К8 (nР = 1.5145) and Ф1  
(nР = 1.6154) types for measuring gas-like and liquid analytes, respectively. The 
temperature coefficients of refraction indexes for these types of glasses are as follows:  
1.2 × 10-6 K-1 for type К8 and 3 × 10-6 K-1 for Ф1 [115]. For the distilled water  
(nA = 1.3314), as a liquid analyte, the temperature coefficient of RI is equal  
1 × 10-4 K-1, while that of dried air (nA = 1.00028) is close to -2.5 × 10-5 K-1 [116]. Being 
based on the known values of temperature coefficients for the elements of SPR-device 
optical scheme, one can draw a conclusion that the most essential influence on changes in 
results of measurements can be rendered by temperature changes in the analyte RI. 

To improve the device construction, it is insufficient to have information about 
temperature coefficients for components of its optical scheme, but it is also necessary to 
know main sources for heat release. With this aim, it was offered and experimentally 
checked the way to determine these sources by using the thermographic method [117, 
118]. Being based on the results of investigations, the authors developed the way and 
made a special facility (thermal box) to stabilize temperature, which enabled to keep its 
value with the absolute error no higher than ± 0.5° С in all the volume of operation 
chamber where the device and reservoirs with analytes were placed [119]. The results of 
experiments allowed ascertaining that temperature stabilization of measuring equipment 
reduces the absolute temperature error for the analyte RI: in the case of gas-like analytes 
– by 18 times (from 7 × 10-6 down to 3.8 × 10-7), while for the liquid ones – by 3.2 times 
(from 2.5 × 10-5 down to 7.6 × 10-6). This decrease of the temperature error due to 
stabilization of temperature for the device and analyte is explained by reduction of the 
temperature drift observed for the reflection characteristic minimum when measuring the 
kinetics. 

5.6. Numeric Methods for Enhancing the Measurement Accuracy  
of SPR-Devices 

The absolute error in measurements of the analyte RI when changing the excitation 
wavelength depends on the shape of reflection curve and is related with the way of 
approximation of measurement results, since this approximation is necessary to 
compensate the long step of angular scanning by SPR-facility. The absolute 
approximation error contains two components: methodical error and that caused by 
changing the width of reflection characteristic R(θ). The methodical error depends on 
symmetry of the reflection curve R(θ), angular range of approximation and amplitude 
range of approximation related with it. In the course of modeling, decreasing the 
methodical approximation error is possible if performing the following two conditions:  
i) approximation is only made in a limited bottom part of the reflection curve R(θ) near 
the minimum; ii) reflection curve has the shape close to the symmetric one within this  
part [5]. 

Approximation of the part should be performed around the minimum at the level below 
25 % relatively to the maximum of the reflection characteristic R(θ). In the case, when 
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considering this characteristic with clearly expressed asymmetry, the better results are 
provided by choosing the same non-symmetric positions for the origin and end of the 
processed curve part. In the work {120], the authors studied the influence of the power of 
approximating polynomial on the error in determination of the minimum position when 
approximating at the wavelength 650 nm. They noted that the polynomial of the 2-nd 
power is the most simple and reliable, but when the SPR curve is highly asymmetric the 
satisfactory results can be obtained only under considerable limitation of the level chosen 
for this approximation part (down to 5 %). Within the range of wavelengths chosen for 
modelling, the reflection characteristic R(θ) essentially changes its width, therefore the 
angular range for approximation was selected to be multiple to the reflection curve width 
at the amplitude level 20. 

In addition, it was chosen the non-symmetric positions of the origin and end for the 
processed curve part. Thus, the authors realized conditions providing the decrease of 
methodic error due to insignificant dispersion of the amplitude range for approximation 
within the limits 10 - 23 %. When the wavelength grows, the absolute error slows down 
in accord with the expression δn (λ) = 0.121 × e-0.01λ, and within the range of wavelengths 
850...1200 nm is confined within the limits (2...3.5) • 10-5 RIU, which is explained by 
higher symmetry and narrowness of the reflection curve around the minimum (at the level 
20 %) [2]. Thus, usage of approximation enhances the measurement accuracy. But it leads 
to complication in calculations of the minimum position in the reflection curve. This 
method possesses one deficiency more: the error of approximation depends on the 
wavelength when operating within the visible range of wavelengths, which makes this 
method to be non-universal. 

To decrease the error in measurements of RI, which is caused by heating the device or by 
growth of the ambient temperature, it seems purposeful to use compensation of this 
temperature effect [121]. To compensate the temperature drift of the reflection curve 
minimum, we used mathematical processing the measurement results (Fig. 5.6). 
Compensation was provided by taking into account the temperature coefficient of the 
analyte (distilled water) refraction index that is equal to ТКn (Н20) = -1.15 × 10-4 К-1 as 
well as temperature changes of water during measurements, which were determined by 
using the thermistor built-in into the case of flow-through cuvette in the SPR device. 

Shown in Fig. 5.6 is the kinetics of the operation point without any compensation of 
temperature changes observed in the studied substance (1) and with compensation (2). 
The sharp increase in the operation point position at the beginning of the plot (2) is related 
with inertness of heat transfer processes from the liquid to thermistor. The SPR response 
to temperature changes was faster than that of thermistor, which resulted in over-
compensation. Elimination of this undesirable phenomenon was provided using the 
second (reference) channel of device by determination of the difference signal between 
measuring channels as well as by additional averaging (with account of 10 sequential 
experimental data). This way allows not only eliminating this over-compensation but 
additional 12-fold reducing the amplitude of the noise track from δNL = 3.14 × 10-5 down 
to δNL = 2.7 × 10-6. In this case, the measurement error without compensation was  
2.4 × 10-4 and with it – 8.7 · 10-5, while with compensation and additional averaging by  
10 sequential data of measurements - 2.1 × 10-5. 
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Fig. 5.6. Kinetics of the SPR minimum shift for distilled water when changing its temperature 
from 24 °С up to 36.6 °С without thermal compensation (1), with it (2) and with additional 

averaging by the data of 10 sequential measurements (3) [121]. 

Thus thermal compensation decreases the measurement error for the analyte refraction 
index at least by 3 times, which enables to essentially increase the device accuracy. 

One of the promising numeric methods to reduce the errors in determination of the 
position of reflection characteristic minimum is the method of a mean line that is not 
related with any additional processing the experimental data (for instance, approximation 
or averaging). The method deals with direct data and uses simple arithmetic operations, 
namely: determination of the middle of a segment and the intersection point for two 
straight lines. Despite its simplicity, it provides reducing the measurement error when 
determining the angular position of the reflection characteristic minimum by more than 
60 times (from 2.4 × 10-4 down to 4 × 10-6). 

From all the considered numeric methods for enhancing the accuracy of measuring the 
analyte RI, the most efficient is the method of a mean line. It provides the 5-fold decreased 
measurement error of RI (4 × 10-6 against 2 × 10-5) than the methods based on 
approximation of the reflection minimum position or compensation of the temperature 
effect. 

5.7. Conclusions 

Necessity of widening the application ranges for SPR-devices and reducing the 
measurable concentrations of the studied substances (analytes) requires not only an 
enhanced sensitivity but improved measurement accuracy of these devices, too. The 
improved accuracy allowed increasing reliability in measurements of chemical and 
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biological reactions in medicine as well as widening the application range for SPR-devices 
in other fields of science and technique. 

The most widely spread are the devices with angular scanning the intensity of reflected 
light (reflection characteristics), and they, per se, serve as refractometers based on SPR 
phenomenon. The main measured parameters are the angular position of the reflection 
characteristic minimum and its shift in time, the value of which allows calculation of 
changes in the analyte refraction index and its concentration. The analysis of literature 
data has shown that from 1990 to 2015 improvement of SPR-devices resulted in 
decreasing the detection limit for the analyte concentration from 8 ng/ml down to 
50 pg/ml. It enables to expect that the detection limit value in 2020 – 2025 will reach the 
range 3…10 pg/ml.  

The most effective directions for improving the accuracy of these devices are as follows: 
increasing the wavelength of radiation exciting surface plasmons, modernization of 
technology for preparation of metal layer in the sensitive element and stabilization of 
temperature of the device and analyte during measurements. The investigations performed 
by the authors have shown that increasing the excitation wavelength from 650 up to 
1200 nm results in decreasing the error when determining the analyte refraction index by 
5.6 times: from ±6.2×10-5 down to ±1.1×10-5. As it follows from experiments, roughness 
of the metal layer surface in sensitive element can be reduced by 2.5 times (from 2 down 
to 0.8 nm) due to updating technology of its thermal deposition in vacuum on a glass 
substrate, which reduces the error by 5.8 times (from ±7×10-6 down to ±1.2×10-6). In both 
cases, this decrease in errors is reached due to narrowing the minimum of the reflection 
characteristics, which, in turn, was caused by increasing the excitation wavelength and 
decreasing the roughness of the SE metal layer. The decreasing in the temperature error 
during measurements of the analyte refraction index have been reached using stabilization 
of the temperature inherent to the device and reservoirs with analyte. In the case of gas-
like analytes, the error has been 18-fold decreased (from 7×10-6 down to 3.8×10-7 ), while 
for the liquid ones – by 3.2 times (from 2.5×10-5 down to 7.6×10-6). 

The considered here additional methods for increasing the measurement accuracy are 
numeric methods of data processing based on calculations of the exact position of the 
reflection characteristic minimum for a finite value of the scanning step, when the true 
minimum value is located between adjacent steps. Our comparison of the most widely 
used methods has shown that the most exact method is that offered by the author (mean 
line method). It provides decreasing the measurement error by more than 60 times (from 
2.4 ·10-4 down to 4 ·10-6) as compared with measurements without any numeric processing 
the experimental data. 
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Chapter 6 
GaPO4-based SHAPM Sensors for Liquid 
Environments 

Cinzia Caliendo, Muhammad Hamidullah 11 

6.1. Introduction 

Sensors based on the propagation of acoustic waves use a detection mechanism based on 
the perturbation of the acoustic waves characteristics. Any acoustic wave device is 
potentially a sensor: when the acoustic wave propagates on the surface of the device 
material, any perturbation that affects the propagating medium (i.e. temperature, pressure, 
relative humidity, mass loading, electric loading, viscosity loading, and so on) result in a 
change of the acoustic wave velocity and/or attenuation.  

Acoustic wave devices are described by the characteristics of the wave propagation, i.e. 
the wave velocity and the particle displacement components. Many combinations of 
polarization and velocity are possible, depending on the acoustic waveguide material 
types, its crystallographic orientation, the wave propagation direction, and the boundary 
conditions. Longitudinal waves are polarized parallel to the propagation direction, while 
shear horizontal and shear vertical waves are polarized parallel and normal to the 
propagating surface. All the acoustic wave sensors are able to work in gaseous 
environment, regardless of their polarization: only a subset of them can be used for the 
design of biosensors working in liquid environment. Thus biosensors based on 
electroacoustic devices require a careful design to be able to work in liquid environment 
and to show high sensitivity to the liquid properties (such as viscosity and conductivity). 
Sensors based on the propagation of in-plane polarized waves do not radiate appreciable 
energy into the liquids contacting the sensor surface: Love waves, surface transverse 
waves (STW), shear horizontal acoustic plate modes (SHAPM) and shear horizontal 
surface acoustic waves (SHSAW) are examples of acoustic waves whose shear horizontal 
polarization ensures no coupling between the liquid and the elastic propagating medium. 
On the contrary, electroacoustic devices based on the propagation of waves with a shear 
vertical displacement component are not suitable for liquid application, since they radiates 
compressional waves into the liquid, thus causing excessive damping. An exception to 
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this rule occurs for devices based on the propagation of the elliptically polarized 
fundamental anti-symmetric Lamb mode, A0, when it propagates at a velocity lower than 
the sound velocity in the liquid. Among the piezoelectic materials, the most commonly 
used are quartz (SiO2), lithium tantalate (LiTaO3), and lithium niobate (LiNbO3). Each 
has specific advantages and disadvantages, which include temperature coefficient of delay 
(TCD), electromechanical coupling efficiency K2, and propagation velocity. Quartz 
shows specific cut angle and wave propagation direction that are suitable to obtain a low 
or high first order temperature dependence of the wave velocity. The latter condition is 
suitable when an acoustic wave temperature sensor has to be designed. On the contrary, 
LiNbO3 and LiTaO3 don’t show any temperature stable cut but exhibit larger 
electroacoustic coupling efficiency than quartz. Gallium orthophosphate, GaPO4, is a 
relatively new and still poorly explored piezoelectric material that has the unique 
advantage to be able to withstand temperature as high as 900°C without losing its 
piezoelectric properties. Its chemical inertness makes it suitable for the implementation of 
sensors able to work in harsh environment and in extreme conditions. Recently this 
material has been studied for biosensing applications: results in the development of a 
GaPO4 micro balance for thermo gravimetric analysis and for affinity sensor applications 
in aqueous liquids, such as biosensors, are described in reference [1], while in reference 
[2] the creation and arrangement of biomolecule-binding sensors based on TiO2 
nanofibrous scaffold grown on GaPO4 crystal microbalances are described.    

In the present chapter we theoretically investigated the propagation of the shear horizontal 
acoustic plate modes (SHAPMs) along y-rotated GaPO4 single crystal piezoelectric 
substrates that are suitable for liquid sensing applications. 

The organization of the present chapter begins with the calculation of the phase velocity 
and coupling efficiency dispersion curves of the SHAPMs in vacuum. Then the sensitivity 
dispersion curve of the fundamental SHAPM (SH0) sensor is calculated for gravimetric 
detection in vacuum. Finally, a viscous Newtonian liquid is introduced that contacts one 
plate surface, and the wave velocity and attenuation changes are calculated for different 
liquid mass density-viscosity products by applying the perturbative approach. The effect 
of the plate thickness on the sensitivity of SH0 mode sensor is investigated and compared 
with that of SH0 mode sensor implemented on more conventional piezoelectric plate 
materials. 

6.2. Theoretical Investigation of the SHAPMs Propagation in y-rot GaPO4 

The SHAPMs are acoustic waves that propagate in finite thickness plates and employ 
input and output interdigital transducers (IDTs) to excite and detect the acoustic modes, 
as shown in Fig. 6.1. The piezoelectric plate acts as an acoustic waveguide that, unlike the 
surface acoustic wave (SAW) devices, confine the acoustic energy between the two plate 
sides as the wave propagates. The waveguide crystal can be employed as a physical barrier 
between the IDTs and the liquid medium that contacts the opposite plate side where the 
IDTs are located [3]. 



Chapter 6. GaPO4-based SHAPM Sensors for Liquid Environments 

 123 

 

Fig. 6.1. The SHAPM sensor configuration. 

The acoustic modes are in-plane (shear horizontal) polarized normal to the acoustic wave-
vector. Since the wave interacts with both plate sides, either of them can be used as the 
sensing surface, with the advantage to isolate the sensing surface from the metal 
electrodes. SHAPMs exist on rotated Y-cuts of trigonal class 32 group crystals, which 
include the GaPO4 and the quartz crystals, as an example.  

 

Fig. 6.2. The crystal cut and propagation direction of SHAPMs; the laboratory coordinates 
system x’ y’ z’ and the GaPO4 crystallographic coordinate system x y z. 

The number of the SHAPMs that propagate in the piezoelectric waveguide structure 
depends on the substrate thickness, and each mode has the corresponding acoustic energy 
distributed throughout the bulk of the substrate. For each mode the maximum 
displacements occur on the top and bottom surfaces of the plate, but, for the fundamental 
mode, it occurs at the plate surfaces as well as in the whole plate depth. The field profile 
of the first four SHAPMs are shown in Fig. 6.3. The mode is shear horizontally polarized 
(the longitudinal and shear vertical particle displacement components, U1 and U3, are 
equal to zero, and only the shear horizontal component, U2, is non null) in the plane of the 
plate so it can be used for liquid-based applications without suffering substantial loss. The 
acoustic field profile calculation was performed by using a Matlab program under the 
hypothesis of lossless material.  
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Fig. 6.3. The field profile of the first four SHAPMs. 

6.3. Phase Velocity and Electromechanical Coupling Dispersion Curves 

The phase velocity dispersion curves of the SHAPMs were calculated by using a Matlab 
routine in the approximation of lossless GaPO4 in vacuum: the material data (mass 
density, elastic, piezoelectric, and dielectric constants) were extracted from Wallnofer et 
al. [4] and C. Reiter et. al. [5]. In performing the theoretical calculations, the GaPO4 
substrate was modeled as an anisotropic piezoelectric medium of finite thickness that 
extends indefinitely in the directions corresponding to the plate width and length. The 
phase velocity of the modes were theoretically studied for different z-axis tilt angle and 
electrical boundary conditions. 

For plate thickness-to-wavelength ratio h/λ<<1, the phase velocity dispersion curves are 
easily distinguishable between the different modes, while with h/λ>>1 it is difficult to 
isolate a single acoustic mode since their velocity values are very close. As an example, 
Fig. 6.4 shows the phase velocity dispersion curves of the first six SHAPMs travelling 
along a 91°-y 90°-X GaPO4 plate with normalized plate thickness up to h/λ=1.4.  

As it can be seen, the fundamental mode, SH0, is low-dispersive and exhibits no cut off 
thickness, while the higher order modes are highly dispersive and have a cut off thickness 
before which they do not propagate. Higher order modes can reach very high velocity: 
near the cut off the slope of the dispersion curves is near to be infinite. 

In designing a SHAPM device, an important feature to be obtained is a low insertion loss, 
which can be achieved by selecting a crystallographic orientation with a large 
electromechanical coupling coefficient, K2. The value of K2 is directly related to the IDTs 
electrical-to-mechanical energy conversion efficiency. Two different coupling 
configurations, with the IDTs placed on one of the GaPO4 plate surfaces, with or without 
a floating electrode on the opposite surface. The configuration called substrate/transducer 
(ST) refers to a coupling structure with the IDTs positioned on the GaPO4 upper surface, 
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opposite to the surface that contact the environment to be tested; when a floating metallic 
plane (M, metal) is placed at the GaPO4 surface opposite to the one where the IDTs are 
located, the configuration is called metal/substrate/transducer (MST), as shown  
in Fig. 6.5.  

 

Fig. 6.4. The phase velocity dispersion curves of 91°Y 90°-X GaPO4 plate up to h/λ=1.4. 

 

Fig. 6.5. The two coupling configurations, ST and MST. 

The K2 can be obtained by calculating the perturbation of the wave velocity when the 
tangential electric field component is shorted out at the plate surface: 2

/ , where vfree and vmet are the phase velocities at the electrically opened and 
shorted surfaces of the plate. The vmet is obtained by the insertion of a perfectly conductive 
and infinitesimally thin film at the interfaces where the IDTs and the floating plane are 
located in each of the two coupling structures. By denoting as vij (for i, j = m, f) the wave 
velocity referred to the electrical boundary conditions at the lower (first index, i) and upper 
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Metal floating 
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(second index, j) plate surface, the following approximated formulas were used to 
calculate the coupling constant of the two structures: 

   
2 ∙

 (6.1) 

   2 ∙  (6.2) 

The mechanical effect of the IDTs and floating electrode was ignored as they were 
assumed to be infinitely thin. The coupling efficiency of the SH0 mode was calculated for 
different GaPO4 plate thicknesses and y axis tilt angle: the K2 dispersion curves are shown 
in Fig. 6.6 where the y axis tilt angle α is the running parameter. It can be observed that 
K2 reaches the highest values (approx. 7 %) at h/ λ=0.11 for 95°Y GaPO4; all the K2 
dispersion curves reach a maximum and then they decreases with increasing the plate 
normalized thickness, asymptotically reaching the K2 of the shear horizontal bulk acoustic 
wave (SHBAW). The ST configuration, as well as the MST, is quite efficient, but, unlike 
the MST, it offers the further advantage to be sensitive to the electrical properties of the 
liquid environment: this feature is particularly useful to test the electrical conductivity of 
the liquid phase.  

 

Fig. 6.6. The coupling efficiency vs. the GaPO4 plate normalized thicknesses for different y axis 
tilt angle for the ST configuration, and b) for the MST configuration. 

6.4. The Temperature Coefficient of Delay 

The velocity of the acoustic waves is a function of the material constants (mass density, 
elastic, piezoelectric and dielectric constants) of the propagating medium, and these 
constants are affected by the temperature changes: as a result the wave velocity is sensitive 
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to the temperature variations of the surrounding medium. The SH0 mode phase velocity 
at different temperatures was theoretically estimated by modifying the mass density ρ, the 
elastic and piezoelectric constants, cij and eij, of GaPO4 according to their temperature 
coefficients available from the literature [5, 8]. The ρ was evaluated at different 
temperatures T as follows: 25° 1      ) where ρ(T) 
is the mass density at a certain temperature T,  25° , ρ (25 °C) is 
the mass density at 25 °C and αii is the linear thermal expansion coefficient. The αii, cij and 
eij were calculated at different temperatures as follows:  

   ∙ 1          (6.3) 

    ∙ 1     (6.4) 

 ∙ 1   (6.5) 

The  	   and 	  are the n-order temperature coefficient of the ij, cij and eij, 
respectively. The temperature coefficient of velocity, TCV, was calculated as the relative 
velocity changes with respect to T= 300°C, as follow: 

° 	 °
°

° 300°
 

The TCV of the 95°Y 90°-X GaPO4 plate with normalized thickness h/λ=0.11 was 
calculated and found equal to 13 ppm/°C; this value decreases to 12.7 for h/λ equal  
to 0.23. 

6.5. Viscous Liquid 

When a viscous fluid contacts the lower surface of the SHAPM device, the shear wave 
penetrates into the adjacent fluid up to a depth δ=(2η/ωρ)1∕2 that is determined by the 
operating frequency / , and the liquid viscosity and density. Thus a thin layer of 
the order of micro meters moves synchronously with the vibrating surface while the bulk 
of the liquid is unaffected by the acoustic signal. The viscous coupling of the liquid to the 
plate mode causes a change in the SH0 mode velocity and loss that were calculated by 
applying the perturbation formulas [6]: 

                    
 


Im




 (6.6) 

                   k


j



 (6.7)  

                       

Re




, (6.8) 

where cf is the mass sensitivity of the plate; ρl, μl and l are the liquid density, shear 
modulus and viscosity, and  = l/μl is the relaxation time; v0 and v are the velocities of 
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the mode travelling along the bare plate and the liquid loaded plate. The cf coefficient of 
the SH0 mode was calculated as the phase velocity relative change per unit added mass, 

/ ,                                (6.9) 

being v0 and v’ the velocity of the mode travelling along the bare plate and the plate loaded 
by an added mass m=ρ·h, being ρ and h the added mass density and thickness. cf was 
calculated for different plate thicknesses and crystallographic orientations. The cf 

calculations were performed under the hypothesis that the added mass consists of an ideal 
thin elastic film that moves synchronously with the oscillating surface.  

As an example, Fig. 6.7 shows the mass sensitivity (to be divided by λ) for the 95°-Y  
90°-X plate: as it can be seen, cf is negative since the mode velocity decreases due to the 
effect of the mass loading, and it decreases with increasing the plate thickness. 

 

Fig. 6.7. The mass sensitivity coefficient (to be divided by λ) vs. the GaPO4 plate normalized 
thickness for the 95°Y 90°-X orientation. 

The GaPO4 based gravimetric sensor can also be used to advantage in the characterization 
of film properties such as film thickness and surface area. It is also useful to monitor 
processes such as thin film deposition or removal, and materials modifications. 

A typical SHAPM device implemented on AT 90°X 0.5 mm thick, with IDT period of  
30 μm, shows a SH0 mass sensitivity of -0.78 ppm-mm2/ng at 169 MHz. if the plate 
thickness is reduced to 100 μm, the mass sensitivity is equal to -3.9 ppm mm2/ng. Its major 
drawbacks is that the piezoelectric coupling is extremely low: K2 is 0.012 % compared to 
0.12 % for the SAW on the temperature compensated ST-quartz, and 4 % for the APM on 
ZX lithium niobate. However, as the plate thickness is decreased, the coupling improves 
and is 0.058 % at 0.1 mm (half the value of the SAW on ST-quartz) [8]. For a GaPO4 plate 
150 μm thick, for λ=75 μm (h/λ=2), the mass sensitivity is equal to -0.92 ppm mm2/ng, 
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and K2=1 %, for the fundamental mode; if the plate thickness is reduced to 100 μm and 
λ=50 μm (h/λ=2), then Sm=-1.588 ppm mm2/ng. Thus, with respect to the SHAPM based 
on conventional piezoelectric quartz plate, the GaPO4 seems to be preferred. 

When a liquid is loaded in the acoustic path of a SHAPM device, the mode velocity and 
attenuation change. The SH0 mode velocity and attenuation shift,  and v/v0, arising 
from viscous liquid entrainment, were calculated for different glycerol/water volume 
percentage, from 0 to 100 %. The glycerol/water mixture mass density and viscosity 
values were calculated by following the parameterization shown in [9]. Figs. 6.8 show the 
SH0 velocity change and attenuation vs.  for a 95°Y 90°-X GaPO4 plate: the running 
parameter is the plate normalized thickness h/λ that varies from 0.1 to 2, being the plate 
thickness h fixed (150 μm). Since the mode velocity is dispersive, both the corresponding 
frequency f = v/λ and K2 vary from 1.7 MHz to 35.4 MHz, and from 6.9 % to 1.0 %.  
Figs. 6.8 clearly show that the response of both amplitude and phase velocity depends on 
the plate thicknesses. 

 

Fig. 6.8. The SH0 /k (a) and v/v0 (b) vs the √ρη : the mode travels along a GaPO4  
(0° 5° 90°) plate 150 μm thick. The plate normalized thickness is the running parameter. 

According to equations 6 and 8, both the velocity and loss changes are affected by the cf 
coefficient, the plate thickness and orientation: thus, the sensitivity of a mass and viscous 
loading sensor can be improved by choosing the proper plate thickness and orientation 
that ensure high cf value. The slope of the linear fit of  and v/v0 vs. ρη  , i.e., the 
attenuation and velocity sensitivity to the viscosity-density product, are plotted vs the plate 
normalized thickness and shown in Fig. 6.9. The data are referred to a 95°Y90°-X GaPO4 
with normalized thickness h/λ that varies from 0.1 to 2, being the plate thickness h fixed 
(150 μm). Thus quite good K2 values and sensitivities can be combined for the 95°Y 
crystallographic orientation in the 0.05 to 0.5 normalized plate thickness range. 
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Fig. 6.9. The SH0   and v/v0 per unit square root of (ρgw·gw) vs the plate normalized 
thickness: the mode travels along a GaPO4 (0° 5° 90°) plate 150μm thick. 

The velocity and attenuation sensitivities of GaPO4-based SHAPM sensor are comparable 
to those of quartz [10-12] and LiTaO3 [13]. For ST-cut quartz with operating frequency 
of 158 MHz, the reported velocity sensitivity is -14 ppm Kg-1m2s1/2   and attenuation 
sensitivities are 3.3 Np Kg-1m2s1/2  and 5.7 Np Kg-1m2s1/2  [11, 12]. For BT-cut quartz, the 
reported attenuation sensitivity is 4 Np Kg-1m2s1/2 . For LiTaO3, T Sato et. al. reported the 
attenuation sensitivity of 0.55 Np Kg-1m2s1/2 and velocity sensitivity of -22 ppm Kg-1m2s1/2

[13]. 

6.6. Conclusion 

The propagation of the SHAPMs along y-rotated GaPO4 plates have been investigated by 
theoretical calculations with respect to the plate thickness, y axis rotation, electrical 
boundary conditions and temperature. The phase velocity and the K2 dispersion curves of 
two coupling configurations have been theoretically studied specifically addressing the 
design of enhanced-coupling electroacoustic devices. The gravimetric sensitivity in 
vacuum, the attenuation and velocity sensitivities to the liquid mass density-viscosity 
product of sensors based on GaPO4 plates have been theoretically studied with respect to 
the plate thickness. The GaPO4-based mass sensors are proven to achieve quite good 
performances (high sensitivity, low TCV and enhanced coupling efficiency) that are 
important prerequisite for the design of sensing devices, to be used in the context of 
chemical, biological and physical quantities detection. 
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Chapter 7 
Biosensors based on Magnetic Nanoparticles 

I. Giouroudi, S. Cardoso, G. Kokkinis 
1 

7.1. Introduction 

Microfluidics provide a rapidly growing platform for developing new systems and 
technologies for an ever-growing list of applications in biotechnology, life sciences, 
public health, pharmaceuticals and agriculture. Many chemical, biological, and 
biophysical processes and experiments take place in liquid environments. The chips used 
during these processes are called microfluidic devices [1-8]. Microfluidics is also often 
defined as the technology that moves nanoscale fluid volumes inside channels of 
micrometer size. Microfluidic systems for biomedical analysis usually consist of a set of 
units, which guarantees the manipulation, detection and recognition of bioanalytes (e.g. 
pathogens) in a reliable and flexible manner. On the other hand, a biosensor is a device 
used for the detection of bioanalyte consisting of a biological recognition component 
which interacts or reacts with the bioanalyte under investigation, and a transducer which 
converts this recognition component into a measurable electric output signal. 

While optical and electrochemical techniques have long been used for biomedical 
diagnosis, they are not favorable for on-chip applications due to several technical 
challenges e.g. the size and the cost of the required instrumentation (laser for the excitation 
of fluorescent labels and detection optics) as well as photostability issues with time, 
narrow excitation range and broad emission spectra of the fluorescent labels [9-12]. A 
combination of magnetic microsensors with magnetic nanoparticles has provided a 
promising alternative that can fulfill the increasing requirements of such a portable robust 
devices [12-19]. These methods involve the labeling of the bioanalyte with magnetic 
nanoparticles and the detection of their stray field using integrated magnetoresistive (MR)/ 
magnetoimpedance (MI) sensors [12-23]. Such sensors are compatible with standard 
silicon IC technology, and thus suitable for integration into hand held, portable on-chip 
biosensing systems. They possess high sensitivity (having values of saturation field from 
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0.1 to 10 kA/m and noise level in the range of a few nT/Hz1/2). Compared to the 
superconducting quantum interference device (SQUID)-based ultrasensitive magnetic 
detection the MR based sensors are operated at room temperature and have low power 
consumption in the range of 10 mW. That said, giant magnetoresistance (GMR) based 
biosensors [12-13] have emerged as excellent pathogen detection techniques at room 
temperature and as quantification methods of biological entities due to their high 
sensitivity, less complex instrumentation, compact size, and integration flexibility. 
Current efforts are to integrate these sensors within microfluidic devices to develop cost-
effective, sensitive, and portable devices for rapid diagnosis of diseases [19, 24].  

In the case of in-vitro cancer cell trapping and single cell analysis microscale methods 
such as on-chip magnetic microfluidic platforms show again great promise and 
superiority. Most of the reported methods utilizing microfluidics for the confinement of 
specific cancer cells are based on coating the microfluidic surfaces or microstructures, 
fabricated inside the microfluidic channels, with antibodies against epithelial cell markers 
or tumor-specific antigens such as EpCAM or PSMA [25-26]. The biggest disadvantage 
of this type of capturing method, which depends on a biological functionalization layer 
(e.g. antibodies, antigens), is that it is prone to time dependent changes of this 
functionalization layer such as aging and contamination. Long-term system stability is 
therefore an issue. This can be effectively overcome by utilizing the method reviewed in 
this chapter since no functionalization layer on top of the microfluidic surface is required. 

7.2. Magnetic Nanoparticles 

Throughout the last decades, magnetic nanoparticles (MPs) have facilitated laboratory 
diagnostics, cell sorting and analysis, DNA sequencing, medical drug targeting and have 
served as contrast agents for magnetic resonance imaging (MRI), as biomarkers for tumor 
therapy or cardiovascular disease. Their controllable size, which ranges from a few 
nanometers up to hundreds of nanometers, is one of their greatest advantages. It makes 
them very attractive for coupling with biological entities (e.g. viruses, bacteria, cells, 
genes etc.), of comparable sizes. Once their surface is functionalized with the appropriate 
bioligands they can bind and interact with biological entities thus providing a key method 
of labeling. Another major advantage is their magnetic nature; they can be controlled and 
manipulated by an external magnetic field gradient. The impressive developments in nano 
biotechnology enabled the modulation and tailoring of their composition, size, surface 
functionalization and magnetic properties. 

In order for MPs to be applied in biomedicine they should be suspended in an appropriate 
carrier liquid, forming magnetic liquids, which are called ferrofluids. The most commonly 
used magnetic materials are iron oxides (e.g., γ-Fe2O3 or Fe3O4) and the carrier liquids are 
water or various oils [35-36]. Even though MPs suspended in liquids usually do not 
agglomerate due to magnetic dipole interaction, they still need to be protected against 
agglomeration due to van der Waals interactions [37]. This can be achieved by appropriate 
surface modification, which also acts as a functionalization layer for further conjugation 
with bioactive molecules. For example, MPs can be functionalized either with organic 
materials (e.g., polymers) [37-38], inorganic metallic materials such as gold or oxide 
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materials (e.g., silica) [39-40]. Moreover, the biomedical applications of MPs impose 
strict requirements on their physical and chemical properties e.g., chemical composition, 
crystal structure, magnetic behavior, surface structure, adsorption properties, solubility 
and low toxicity [33]. In order to fulfill these requirements several fabrication methods 
have been developed worldwide and some details and extended reviews on MPs can be 
found in [34-39, 43-46].Finally, the detection of magnetic particles in static fluids or under 
fluidic flow requires sensors with high sensitivity to magnetic fields in the range of 1 mT 
and below [27,40-42, 47-50]. 

7.3. Biosensors 

7.3.1. GMR Microfluidic Biosensors 

Novel, multiplex, portable microfluidic biosensors have been reported by the authors in 
[15-23]. These biosensors can be used for monitoring the presence of potentially 
hazardous pathogens (e.g. bacteria and viruses suspended in a static fluid) in recreational 
and drinking water supplies such as rivers, lakes and springs as well as in liquid food 
products such as milk in order to prevent human and animal infection. These biosensors 
can also be used for the quantification of biomolecules, such as proteins (or other 
biomarkers), antibodies or DNA strands conjugated with Fe3O4 nanoparticles. This way, 
the monitoring of pathogens and the quantification of biomolecules is simplified and 
accelerated due to real-time detection. Quantification hands-on time is reduced, and 
sample throughput can be increased using automation and efficient data evaluation with 
the appropriate software. 

The reported biosensors use magnetic markers (magnetic particles – MPs) that are 
functionalized with bioligands directed against the pathogens to be detected and mixed 
with the liquid sample under investigation. If pathogens are present, compounds are being 
formed after mixing consisting of the functionalized MPs and the attached pathogens 
(LMPs).  

The innovative aspect of this detection method is that the induced velocity on reference 
MPs (plain MPs – not functionalized with bioligands) and on MPs bound to pathogens 
(LMPs), while imposed to the same magnetic field gradient in a static fluid, is inversely 
proportional to their overall, non-magnetic volume [17-18, 21-22]. This is due to the 
enhanced Stokes drag force exerted on the LMPs resulting from their greater volume and 
altered hydrodynamic shape (due to the attached pathogens) as reported in [18]. In the 
case of biotinylated antibodies, it is the increased friction force at the interface between 
the modified MP and the biosensor's surface as reported in [22]. Detected differences in 
velocity between the LMPs and the reference MPs indicate the presence of pathogens in 
the static liquid sample. With this biosensing method the time needed for the MPs and the 
LMPs to travel a certain distance, when accelerated by an externally applied magnetic 
field, is measured utilizing spin valve (GMR) sensor pairs. The induced velocity is then 
automatically calculated from these measurements. This way, a compact and integrated 
solution with high sensitivity and reliability is offered. A method for signal acquisition 
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and demodulation was also reported by the authors in [16-17]; expensive function 
generators, data acquisition devices and Lock-in Amplifiers are substituted by a generic 
PC sound card and an algorithm combining the Fast Fourier Transform (FFT) of the signal 
with a peak detection routine. This way, costs are drastically reduced and portability is 
enabled.  

7.3.2. Working Principle 

The biosensing platform developed by the authors consists of multiple microfluidic 
channels to enable multiplex detection. Different pathogens can be detected in different 
pairs of microfluidic channels. 

In detail, each pair consists of two identical microfluidic channels; a reference channel 
and a detection channel. The reference channel is used in order to avoid “false positive” 
results; the values from the detection channel are simultaneously and automatically 
compared to the ones taken from the reference channel. 

Plain (not functionalized) magnetic particles (MPs) are mixed with the liquid sample (e.g. 
water). After mixing, the resulting sample (consisting of the plain MPs suspended in the 
liquid) is introduced to the reference channel with a pipette. There is no flow thus the 
liquid inside the reference channel is static. At the same time, functionalized MPs are 
mixed with the same liquid sample. After mixing, the resulting sample (consisting of the 
LMPs suspended in the liquid) is introduced to the detection channel with a pipette. The 
LMPs consist of functionalized MPs (of same magnetic volume as the ones in the 
reference channel) with attached pathogens. The overall, non-magnetic volume of the 
LMPs is greater than that of the plain MPs. There is no flow thus the liquid inside the 
detection channel is static.  

Current carrying microconductors are fabricated underneath the channels, using 
evaporation deposition technique and photolithography, in order to impose a magnetic 
field gradient to the MPs and LMPs and move them from the inlet to the outlet of the 
channels. The microconductors are automatically and sequentially switched on and off by 
a programmable microprocessor. There is no additional external flow in both channels. 

Underneath the first (inlet) and the last (outlet) microconductors of each channel, GMR, 
spin valve sensors are fabricated. By measuring the time interval between the resistance 
change of the inlet GMR sensors and the outlet GMR sensors, the mean velocity of the 
MPs and LMPs during their acceleration is calculated.  

Fig. 7.1 shows a schematic of a pair of microfluidic channels (reference and detection). 
An array of such pairs is fabricated on the biosensing platform. In each pair of channels 
different pathogens can be detected; this is achieved by using MPs functionalized with 
different bioligands (each ligand directed against a different pathogen) in each detection 
channel of each pair.  
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All four GMR sensors (two at the reference channel and two at the detection channel) 
have zero output before the liquid sample with the magnetically labeled pathogens (LMPs) 
and the reference suspension of MPs are introduced into the channels using a pipette. Once 
the liquids are introduced, a change of signal at the inlet sensors of both channels indicates 
the presence of MPs on top of them, thus the initialization of measurements. Afterwards, 
the microconductors are sequentially switched on and off accelerating the particles 
towards the outlet. The actuation time is optimized for continuous motion of plain MPs 
while LMPs will fall behind due to their smaller mobility. When the output of the outlet 
sensor of the reference channel changes from zero the measurement ends. If the output of 
the outlet GMR sensor of the detection channel remains zero, it is proven that the 
reference, plain MPs travelled the same distance faster than the LMPs inside the detection 
channel. This demonstrates that the non-magnetic volume of the functionalized MPs 
increased through the binding of pathogens. If we are testing for the presence of 
biotinylated antibodies it is the increased friction force between LMPs and the surface of 
the channel that caused this decrease in their velocity compared to the plain MPs inside 
the reference channel [22]. Once the last microconductor is switched off the MPs and 
LMPs are removed from the microfluidic channels by rinsing with distilled water. 
Moreover, the time the particles need to accumulate on the sensor’s surface and the 
magnitude of the sensor’s output determines their concentration. Additionally, the time 
until the sensor’s signal is saturated is used to define the size difference between the LMPs 
and the plain MPs. 

 

Fig. 7.1. Schematic of one pair of microfluidic channels with the current carrying microstructure, 
four GMR sensors (two in each channel), GMR-contact-pads and reference and detection 

channels with inlets and outlets. Several identical pairs are fabricated on the biosensing platform 
to enable multiplex pathogen detection.  

Fig. 7.2 illustrates the microfluidic biosensor, developed by the authors, with the 
integrated GMR sensors and current carrying microconductors. 
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Fig. 7.2. a) Photograph of the reviewed biosensor consisting of the GMR sensors,  
the conducting microstructures and the measurement microfluidic channel; b) Microscope  
image of the conducting microstructures and the microfluidic channel; c) Detailed image  
of the microconductors and the GMR sensor with magnetic nanoparticles as they moved  

from the right to the left microconductor [17, 20]. 

7.3.3. Results 

Successful experimental results were reported in [17] with magnetically labeled 
Escherichia Coli K12 “wild type” gram negative bacteria in water samples. Moreover, the 
authors presented in [15, 18] the systematic study on detection and quantification of 
commercially available Nanomag-D MPs using the above mentioned GMR microfluidic 
biosensor. The biosensor proved to be capable of detecting concentrations as low as  
500 pg/l of commercially available Nanomag-D MPs and quantifying them in a linear 
scale over a wide particle concentration range (1 ng/l - 500 ng/l). As several biological 
identities can be labeled by these magnetic markers, the developed sensor has potential 
for a rapid, portable, and reliable diagnosis of diseases.  
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7.3.4. Magnetic Microfluidic Counter 

The authors of [50] recently reported on the development of a magnetic counter that 
identifies the presence of Streptococcus agalactiae (a Group B Streptococci) in milk 
samples. An integrated microfluidic platform is used for the detection, where 50 nm 
magnetic particles attached to Streptococcus agalactiae were dynamically detected by of 
magnetoresistive (MR) sensors. This device allows the analysis of raw milk without 
bridging the microfluidic channels, making this integrated platform very attractive for fast 
bacteriological contamination screening. 

7.3.5. Working Principle 

This portable device is composed of MR sensors, namely spin-valve (SV) sensors, 
integrated with a microfluidic platform and connected to an amplification and acquisition 
setup. The sensors are sensitive to the magnetic field created by the magnetically labeled 
bioanalyte flowing in microchannels above the sensors. This dynamic detection is based 
on immunoassay techniques since these antibodies anti-GB Streptococci (probes) 
recognize immunogenic proteins on bacteria cell walls (targets). The SV sensor detects 
the fringe field of the magnetic markers bound around the target analyte through the 
specific probe. This platform is described in detail in [51], and a proof of concept was 
demonstrated for milk samples. In [50] the authors successfully reduced the functionalized 
nanoparticles quantity to the limits where one can distinguish magnetic signal amplitude 
between milk control samples and milk samples with known bacterial concentrations.  
Fig. 7.3 shows a photo of the developed device. 

 

Fig. 7.3. Final device with the magnetoresistive chip bonded to the PDMS microchannels.  
The sensor´s wirebonding are protected with silicone.  

7.3.6. Results 

For the experiments the authors used milk samples mixed with a solution combining 
specific antibodies and magnetic nanoparticles, and analyzed. From the sensor readout, 
magnetic signature of the labeled cells showed no linear correlation between the detected 
peak number and the bacterial concentration. The milk samples with the anti-GB 
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Streptococci antibody revealed the most exuberant signal with S. uberis when compared 
with the other two bacteria-antibody pairs. Only the Streptococcus agalactiae/ pAb anti-
GB Streptococci pair evidenced no peaks higher than 200 µV. Despite that, these MR 
sensors could detect Streptococcus agalactiae and Streptococcus uberis in milk samples 
and assess its concentration from 0.1 cfu/µl (100 cfu/ml). 

Comparison with PCR results showed sensitivities of 73 % and 41 %, specificity values 
of 25 % and 57 %, and PPV values of 35 % and 54 % for magnetic identification of 
streptococci species with an anti-S. agalactiae antibody and an anti-GB Streptococci 
antibody, respectively.  

Magnetic detection of milk samples showed some microbiological and immunological 
constraints. Since bacterial cells have high variability on the number of immunogenic 
proteins per cell, the number of labeled sited through the antibody is also not well defined. 
This affects the quantification of the magnetic method. As a consequence, it was not 
possible to quantify the peaks profile (number, shape) for each bacterial concentration. 
The method, however, allow to determine their presence, and quantification may be done 
within lower/upper threshold limits. Simulations of the sensor output as a function of the 
nanoparticle distribution over the cells (using colonies/clusters configurations compatible 
with the experimentally observed in microscope) can provide indication on minimum and 
maximum numbers. Further work would be done towards a more accurate quantification 
based on simulations. 

In any case, even a qualitative analysis is of great importance to dairy farms as they need 
to rapidly identify bovine causing bacteria and consequently target the antimicrobial 
therapy to be used, aiming at a more efficient cow treatment and disease control. 

7.4. Cancer Cell Trapping 

As mentioned in Section 7.1, developing patient specific therapies can be enabled by 
analyzing the cancer cells’ metastasis-driving capabilities on the single cell level. A 
portable and cost effective microfluidic platform for trapping and studying the mechanical 
properties of single cancer cells in suspension is reported in [52]. The innovative aspect 
of that trapping method is that it uses MPs to label the cancer cells and then trap those 
using microchambers with integrated current carrying microconductors. These intact 
single cells can then be used for studying their mechanical properties and for additional 
testing and patient specific drug screening. 

7.4.1. Working Principle 

The magnetic microfluidic platform reported in [52] consists of a microfluidic channel 
made of PDMS and several trapping microchambers (microtraps) fabricated by 
photolithography and by patterning a dry photoresist thin film (Ordyl®). Fig. 7.4 shows 
the developed trapping platform.  
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Fig. 7.4. Fully equipped PCB with the cell trapping chip in the middle. 

The cancer cells in the liquid sample are labeled with commercially available 
functionalized MPs which have selective affinity to these cells. Current carrying gold (Au) 
microstructures (microconductors) are fabricated underneath the microtraps using 
evaporation deposition technique and photolithography; this way, the trapping of the 
magnetically labeled cells is achieved. 

7.4.2. Results 

Preliminary trapping experiments were successfully reported in [52] with Jurkat cells 
labeled with commercially available “M-450 Dynabeads”. The cells were introduced to 
the channel through the inlet with an estimated velocity of about 50 μm/s. It was observed 
that the microchambers were not influencing the flow of the cells when the 
microconductors were switched off. In order to begin with the trapping procedure 150 mA 
were sequentially applied to the microconductors. Fig. 7.5 shows the trapping of a single 
magnetically labeled Jurkat cell. All pictures were taken with a 60-fold lens and above 
microconductor Nr. 4 (1717 μm). After the microconductor was switched off it was 
clearly observed that the cell remains trapped. 

7.5. Conclusions 

In this chapter, we reviewed some of the most recent developments of the authors towards 
microfluidic biosensing using MR sensors and magnetic nanoparticles as well as towards 
cancer cell trapping. The presented biosensing systems are very promising candidates for 
lab-on-a-chip devices as compact, ultra-sensitive and inexpensive solutions for clinical 
diagnostics and biomedical applications in general. Through our study we conclude that 
several novel manipulation, separation and detection mechanisms based on magnetic 
methods are continuously emerging, proving that magnetic biosensing has the potential to 
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become competitive and probably replace in the future the current optical and 
fluorescence detection technologies, while maintaining the high sensitivity and fast 
readout time. Compared to these methods, the magnetic microfluidic biosensors measure 
directly the electrical signal from the MR sensor, provide a fully electronic readout and 
thus enable the development of portable, hand-held devices. We also concluded that it is 
possible to trap single, magnetically labeled cancer cells and hold them in that position 
for further analysis without permanently applying electric current and magnetic field. By 
using the configuration of the cell trapping platform reported by the authors the fluid flow 
over the microtraps is neither influenced by the trapped cells nor by the empty microtraps.  

 

(a) Magnetically labeled Jurkat cell (b) Trapped magnetically labeled Jurkat cell 

Fig. 7.5. (a) A labelled Jurkat cell approaching the microtrap on the surface of the current 
carrying microconductor, appearing blur due to shallow depth of field and focusing on the 

microconductor’s plane. (b) The labelled cell after it has been trapped. 
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Chapter 8 
On-Chip Blood Coagulation Sensor 

Surya Venkatasekhar Cheemalapati and Anna Pyayt1 

8.1. Introduction 

Measurement of the speed of blood coagulation is required for a large portion of the 
population. Nearly 80 % of patients with diabetes die due to excessive blood clotting  
[1, 2]. Malfunctioning of the coagulation system results in multiple disorders, ranging 
from ones with increased bleeding, such as hemophilia, to unwanted clot formation, and 
as a result - heart attacks and strokes [3-7]. Anticoagulant medications are taken regularly 
by more than 2 million patients in the U.S. [8, 9], and it currently requires periodic dose 
adjustments and visits to the hospitals. There is a need in a device that can be used to 
monitor speed of blood coagulation at home, frequently, using small volume of blood 
obtained using fingerprick, at low cost and easily operated by non-professional. 

There are several traditional approaches to the testing of speed of blood coagulation: 
prothrombin time (PT) that can be done in hospital [10, 11] or at home using portable 
device called Coaguchek [12], partial thromboplastin time (PTT) [13] and 
thromboelastography (TEG) [14]. Prothrombin time test is a relatively low cost and 
widely used, but it provides a single data point for the whole coagulation process without 
any information about the dynamics. On the other hand, thromboelastography is a “gold 
standard” method that monitors the dynamics of coagulation by continuously measuring 
the strength of the clot, but it is much more expensive and slow.  

Recent advances have led to new devices for coagulation analysis. These devices are 
based on optical [15-18], electrical [19, 20] and mechanical properties of blood [21]. Lim 
et al. [15] used transmission of light through blood plasma to detect the rate of coagulation 
but their device required pre-processing of blood before testing. Other optical devices 
based on surface plasmon resonance [16, 17] were used with the whole blood, but their 
continuous operation required sophisticated sensor pre-processing before each testing. 
Light scattering technique was also used for coagulation detection [18], but different 
effects related to presence of the cells caused decrease in sensitivity and reproducibility 
[22]. Magnetic detection of blood coagulation requires use of external receiver coil that 
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cannot be integrated on-chip [21]. Change in electrical properties of blood has also been 
demonstrated as a mechanism for monitoring blood coagulation [19, 20]. Lei et al [20] 
fabricated a microfluidic sensor that required such external components as pumps and 
electrodes. Usually one of those limitations prevented integration of blood coagulation 
device on-chip. More recently, Tripathi et al. [23] utilized the change in light speckle 
intensity caused by cells in the whole blood. Since movement of cells becomes slower as 
coagulation increases this changes the rate of change of speckle intensity. However they 
require the use of high speed cameras making the process expensive. 

The device proposed in this chapter is based on continuous monitoring of the refractive 
index change of whole blood during coagulation [35]. Several refractive index sensors 
have been developed till date. These include Brag grating sensors [24], photonic crystals 
[25], ring resonators [26], long period fiber grating [27] and others [28-34]. These sensors 
are extremely sensitive to their surrounding medium and their performance will be 
influenced by the presence of red blood cells. There is a need to create a new low-cost, on 
chip, easy to operate device that would be able to monitor coagulation of whole blood 
continuously near the patient. 

The main sensing component for the proposed device is silicon waveguides with a silicon 
dioxide cladding that can be easily integrated on-chip. The device can measure the amount 
of light reflected back from the waveguide-whole blood interface using Fresnel’s equation 
for reflectance. The coagulation can be monitored by observing the change in reflected 
power during increase of refractive index of coagulating blood. This task is usually very 
challenging since blood is very nonhomogeneous [36] and red blood cells absorb and 
scatter light [22, 37]. 

In this work, first the amount of noise created by the presence of red blood cells was 
characterized and then propose a technique to eliminate the noise generated by the 
presence of red blood cells by isolating them from the sensor surface using a 3D cladding 
filtering structure. The proposed device can be easily fabricated with the current MEMS 
technologies. First, layers of silicon dioxide cladding and silicon core can be deposited 
using one of several deposition techniques available [38]. Following this, well 
characterized fabrication techniques such as lithography and dry etching [39] can be 
utilized for fabricating low loss devices within simulated design parameters. The new 
proposed structure would enable the device to work with the whole blood and at the same 
time be miniature, low cost, and provide continuous information about the dynamics of 
coagulation. 

8.2. Design 

The blood coagulation device based on optical waveguides can be made really miniature 
(Fig. 8.1). During coagulation blood plasma refractive index increases while fibrin mesh 
is formed around blood cells. This change in refractive index can be detected by measuring 
amount of light reflected from the interface between the waveguide and the plasma. When 
refractive index of the waveguide material is known, Fresnel’s equation can be used to 
calculate the refractive index of plasma. The Y-splitter is used to connect the light source 
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and the detector to the sensing waveguide. Light is coupled into the waveguide and is 
reflected back from the waveguide-blood interface to a light detector/ power meter as 
shown in the Fig. 8.1. The refractive index of blood determines how much light is reflected 
back into the detector. By monitoring the rate of change of power reflected back to the 
detector speed of coagulation can be determined. The cells present in the system can also 
reflect some light back to the waveguide and thus introduce additional noise interfering 
with the measurements. 

 

Fig. 8.1. The proposed design for the blood coagulation sensor. Light is coupled  
into the waveguide and is reflected back from the waveguide-blood interface into the power 
detector. The change in refractive is monitored by measuring the change in reflected power. 

Initially different materials were considered for the waveguide. The first step for design 
optimization was to determine material that would provide highest signal. Fig. 8.2 (a) 
demonstrates reflectivity from the waveguide- uncoagulated blood interface calculated 
using Fresnel’s equation, equation (1), where n1 is the refractive index of the waveguide 
material and n2 is the refractive index of the blood. The uncoagulated and coagulated 
blood refractive indices used in the simulations are 1.345 and 1.351 respectively [40].  
Fig. 8.2 (b) shows the difference in signals for uncoagulated vs. fully-coagulated plasma.  

 

Fig. 8.2. Waveguide material selection. (a) Reflectivity from waveguide- uncoagulated blood 
interface depending on refractive index of the waveguide core material; (b) Difference in signals 

for uncoagulated and fully-coagulated plasma vs. the refractive index of the waveguide. 
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Both plots are normalized relative to the input intensity equal to 1 a.u. It can be noticed 
that a higher refractive index corresponds to a higher portion of light reflected from the 
interface and also to a higher contrast between coagulated and uncoagulated plasma. 
Therefore, for the maximum signal level, silicon with a refractive index of 3.5 is chosen 
for the core of the waveguide. Infrared light with the wavelength 1.5 µm was used in 
simulations since it can propagate in silicon waveguide with very low attenuation. 

 
	

	
																		   (1) 

8.3. Results and Discussion 

Three dimensional (3D) simulations were performed using commercial FDTD software. 
The waveguide core had square cross section with 1µm x 1µm and refractive index 3.5 
corresponding to silicon. The substrate and cladding were both silicon dioxide with 
refractive index of 1.46. The red blood cells were modeled with refractive index 1.394 
[41] and diameter 6 µm [42]. IR light was coupled into the waveguide and is reflected 
back from the waveguide blood interface. Initially reflected power was measured for 
uncoagulated and coagulated blood plasma and normalized with respect to the value for 
uncoagulated plasma. These two values are used as boundary conditions for the rest of the 
simulations in this study. All the normalized powers presented in this study are normalized 
with respect to the reflected power from the uncoagulated blood plasma.  

The simulations were conducted in several steps. They started with characterization of the 
noise caused by the presence of red blood cells in the whole blood. First, orientation of 
the cell reflecting most of the light back into waveguide was determined. Fig. 8.3 (a) 
shows normalized reflected power vs angle between the cell and the waveguide interface. 
Fig. 8.3 (b) explains the way how angle was determined. The noise was the highest when 
the cell was oriented directly facing the waveguide at zero degrees. Considering this 
orientation of the cell the “worst case scenario” generating maximum noise, the next set 
simulations was conducted for this orientation. 

After that the noise from the presence of the cell in front of the waveguide interface was 
analyzed for different distances between the cell and the waveguide. As the cell was 
moved away from the waveguide the total intensity, including intensity from the 
waveguide interface and the back-reflection from the cell, was measured at the other end 
of the waveguide. 

Fig. 8.4 demonstrates the data for the cell that was moved away from the face of the 
waveguide to a distance of 10 µm with 0.5 µm per increment. The normalized reflected 
power is the ratio of the reflected power in presence of the cell to the power reflected from 
the pure uncoagulated blood plasma. It can be noticed that when the cell is close to the 
waveguide there is a high level of noise, and a small movement causes large signal 
fluctuation. The amplitude of the fluctuation is higher than the difference in signals 
between uncoagulated and fully coagulated plasma, what makes signal to noise ratio less 
than one and any detection impossible. Furthermore, the level of noise significantly 
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decreases when the cell moves away from the interface of the waveguide. Since red blood 
cells can sediment at speed of several micrometers per second [43], this means that for 
right orientation it would take only a few seconds before the cells move out of the high 
noise range and not influence the detection of coagulation at all. 

 

Fig. 8.3. Noise due to presence of cell at different orientations. (a) The normalized reflected 
power (in %) vs. angle between the cell and the interface of the waveguide. Red line  

is the reflected power from the uncoagulated blood. Green line is the reflected power from  
the coagulated blood.  Blue is the reflected power in presence of the red blood cell;  
(b) Explanation of the orientation of the cell relative to the waveguide (not to scale). 

 

Fig. 8.4. Noise due to presence of cell at different distances from waveguide. (a) The normalized 
reflected power (in %) vs. distance of the cell from the interface of the waveguide. Red line  
is the reflected power from the uncoagulated blood, green line is the reflected power from  

the coagulated blood, blue dots is the reflected power in presence of the red blood cell;  
(b) Visualization of the cell movement from the interface of the waveguide (picture not to scale). 
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However this design would not be immune to noise caused by movement of the sensor as 
the whole what can produce random movement of cells near waveguide interface. 
Therefore, there is a need to completely eliminate the presence of cells from the interface 
of the waveguide. 

In order to completely eliminate all the noise caused by the presence of the cells a new 
3D cladding is proposed for the waveguide that will be filtering all the blood cells  
(Fig. 8.5) The cladding is 10 µm thick and contains 1µm slit above the core of the 
waveguide. Red and white blood cells will be filtered out and stay on the surface of the 
cladding, since they are larger than the size of the opening, and only plasma will be able 
to reach the reflective waveguide interface. Simulations were conducted for same 
conditions as earlier simulations. The cell is moved from the face of the waveguide to 
observe the influence of new design on the noise by cells. 

 

Fig. 8.5. Proposed 3D cladding design. The next iteration of the design with 3D tall cladding  
for filtering cells from the sensing interface of the waveguide. 

Fig. 8.6 (a) shows the refractive index profile in cross section of the proposed 3D cell 
filtering cladding with 1 µm wide slit giving access to plasma and filtering out cells. Fig. 
8.6 (b) demonstrates the mode inside the waveguide. The tail of the mode does not 
propagate far from the core, therefore cells on the surface of the cladding will be virtually 
invisible to the sensor. In order to confirm this statement additional simulations were 
conducted for this device configuration. 

 

Fig. 8.6. Refractive index and mode of proposed design. (a) The refractive index plot of the blood 
coagulation sensor. Si, n =3.5, represented by cyan color, cladding SiO2, n=1.46, represented  

by orange color and surrounded by blood, n = 1.345, represented by yellow color; (b) The mode 
supported by the Si waveguide. 
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Fig. 8.7 shows the normalized power vs the distance between the cell and the waveguide 
for the configurations without and with the cladding. It can be noticed that with the 
cladding all the noise due to the presence of the cell is completely eliminated. Since the 
cells are completely removed from the interface of the waveguide, the reflected power is 
coming only from the blood plasma completely ignoring cells. 

 

Fig. 8.7. Reduction of noise due to 3D cladding design. The normalized reflected power (in %) 
vs. distance of the cell from the interface of the waveguide. Red is the reflected power from the 

uncoagulated blood. Green is the reflected power from the coagulated blood. Blue is the reflected 
power in presence of the red blood cell for designs without (a), and with the 3D cladding (b). 

8.4. Conclusions 

Design and optimization of a new on-chip photonic sensor for continuous coagulation 
monitoring in whole blood was presented. Three dimensional FDTD simulations were 
used for the design optimization. It was observed that reflection from a waveguide 
interface can be used to monitor increasing reflective index of coagulating blood, but that 
cells would generate noise with the amplitude larger than the signal to measure. 
Consecutively, new design has been proposed. It included incorporation of tall waveguide 
claddings containing small slits that can filter out the cells, but give access to the plasma. 
It was then demonstrated that the structure can be used to completely eliminate noise 
caused by the cells while accurately measuring the increase of refractive index in blood 
plasma. 
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Chapter 9 
Surface-Enhanced Raman Scattering:  
A Novel Tool for Biomedical Applications 

Sudhir Cherukulappurath1 

9.1. Introduction 

Surface-enhanced Raman scattering (SERS) is a powerful non-invasive spectroscopic 
technique that has recently gained lot of interest in molecular detection and identification 
owing to its high sensitivity and portability. Several applications that require biomolecular 
detection such as in medical biotechnology and pharmaceutical studies are now turning 
towards SERS as a reliable means to identify molecules. In Raman scattering, incident 
lights interact is made to interact with the analyte molecules resulting in a radiative 
scattering of the photons with not only the incident frequency (called elastic Rayleigh 
scattering) but also slightly shifted frequencies (termed as inelastic Raman scattering). 
The frequencies of Raman scattered photons can be smaller (Stokes shift) or greater (anti-
Stokes shift) than that of the incident excitation light. As the probability of Raman 
scattering is very low (of the order of 10-6), it is essential to have either a large 
concentration of molecules or a highly intense laser light for excitation in order to detect 
the Raman signal and proper chemical identification. However, using SERS, there is a 
huge enhancement of the scattered light that can be easily detected.  

The first observation of enhanced Raman signals was reported in 1974 by Fleischmann et 
al. while studying the pyridine molecules adsorbed onto silver electrodes [1]. An 
explanation to the phenomenon was later given by Jeanmaire and Van Duyne in 1977 [2]. 
This phenomenon, later termed as SERS, is now a widely-used method in applications 
involving biomolecular detection of low concentration. SERS has now developed into a 
mature field and with the advent of state-of-the-art nanofabrication techniques, single-
molecule Raman spectroscopy has been possible [3-4]. The application of SERS has 
moved from physics to material science, chemistry, environmental studies and more 
recently to biomedical applications. There are several reviews on SERS in general which 
form useful guide to the advancements in the field [5-10]. This chapter, an extension of 
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the review paper [11] attempts to highlight the developments in SERS research with 
special reference to biomedical applications. 

The first part of the chapter deals with the theory of SERS and discusses the possible 
mechanisms for the observed enhancement of Raman signals in SERS. Next section deals 
with a brief review of different substrates reported for SERS applications. SERS based 
biomolecular detection is currently a hot topic owing to its potential applications and will 
be discussed in the successive section. The sections after will deal with biomedical 
applications of SERS, glucose sensors based on SERS including DNA/RNA detection, 
immunoglobin protein detection and other relevant topics. This chapter will conclude with 
the basic challenges and future prospects. 

9.2. Mechanism of SERS 

After the first observation of enhancements in Raman scattered light by Fleischmann et 
al., experiments by Van Duyne group revealed that surface enhancements were due to the 
chemical adsorption of the molecules onto rough silver surfaces. The drastic increase in 
the Raman intensity of adsorbed molecules was attributed to increased surface 
electromagnetic fields on the metal surface. At the same time, Albrecht and Creighton had 
already published a report on the observation of intense Raman signals from pyridine on 
silver electrodes [12]. It was argued that a broadening mechanism of the excited states of 
the adsorbed molecules due to the presence of metal surface was responsible for the 
enhancements and the role of surface plasmons was speculated. Since then there has been 
several explanations of which some of them are based on experimental observations.   

Large enhancement of Raman signals from molecules in the vicinity of metal surfaces 
forms the basis of SERS. While the explanation given to the first observation of Raman 
enhancement was based on electrochemical changes to the molecule on adhesion to the 
metal surface [1], now it is largely believed that surface plasmons on the metal surface 
has a big role [2, 13-15]. The two primary mechanisms responsible for observing SERS 
are (1) enhancement of local electromagnetic field due to surface plasmons and (2) 
chemical enhancement attributed to charge transfer mechanism. 

Surface plasmons are periodic electromagnetic oscillations of the conduction electrons on 
a metal surface [16]. Photons can interact with surface plasmons leading to interesting 
effects. The field of study of surface plasmons, called plasmonics, is now very established 
branch of nanophotonics [17]. Noble metals such as Au, Ag are some of the most popular 
plasmonic metals that are used in plasmonic applications. The conduction electrons in the 
surface of plasmonic metals can oscillate with the same frequency as the incoming 
photons for a certain band of frequencies. When the frequency of the incident light is 
beyond a threshold frequency, these conduction electrons can no longer match the drive 
frequency and will tend to slow down. This usually happens for high frequency ultraviolet 
light and for the same reason, most plasmonic effects are pronounced in the visible part 
of the electromagnetic spectrum. Metal nanoparticles (usually with sizes lower than the 
incident wavelength) such as nanospheres have a definite geometry and thus confines the 
conduction electrons inside this boundary. The resonance frequency of these ‘plasma’ 



Chapter 9. Surface-Enhanced Raman Scattering: A Novel Tool for Biomedical Applications 

 159 

electrons largely depend on the material properties such as dielectric function of the metal 
as well its surrounding region as well as its geometry. This resonance is often called 
localized surface plasmon resonance (LSPR) and plays a crucial role in surface-enhanced 
processes such as SERS. The oscillating dipole nature of the plasmons create a secondary 
field around the metal particle often termed as ‘local field’ (Fig. 9.1). This in turn leads to 
enhanced scattering, absorption and extinction of the incident light by the plasmonic metal 
particle. 

 

Fig. 9.1. Localized surface plasmons. (a) Schematic of localized surface plasmon oscillations on 
excitation with light. The electron cloud oscillates with the external electric field thereby creating 

a polarization of charges; (b) Simulated image of the electric field around nanoparticles of 
different sizes (30 nm and 60 nm radius). Reprinted with permission from [23].  

Copyright (2016) American Chemical Society. 

As the momentum of surface plasmons is higher than that of free photons, in order to 
excite and couple surface plasmons on a thin metal film with light, special schemes need 
to be adopted. However, this condition is not required for LSPR excitation and hence is 
widely used for SERS. Since most SERS platforms are based on metal nanoparticles rather 
than thin films, only LSPR will be discussed here. 

It is now widely accepted that apart from the physical electromagnetic enhancement of 
the local field, a chemical enhancement process also contributes to SERS [18-20]. Several 
reports on experimental observation of resonant Raman scattering on molecules adsorbed 
onto a metal surface suggest that there is indeed a broadening of the electronic states of 
the adsorbate and new intermediate levels are formed due to this interaction of the analyte 
with the metal surface [21-22]. This ‘charge transfer mechanism’ is responsible to an 
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enhancement in the scattering. Although small (of the order of 103), chemical 
enhancement do contribute to the total enhancement in SERS. In the chemical 
enhancement theory, it is hypothesized that the highest occupied molecular orbital 
(HOMO) and the lowest unoccupied molecular orbital (LUMO) tends to broaden out 
thereby bringing them closer to the Fermi energy level (Fig. 9.2). This facilitates charge 
transfer from either the molecule to the metal or vice versa when excited with light. As a 
result, the polarizability of the molecule is enhanced up to 1000-fold when the excitation 
photons are in resonance with the charge transfer energy bands.  

 

Fig. 9.2. Orbital energy diagram of a molecule adsorbed to metal surface. HOMO and LUMO 
levels are broadened due to the interaction thereby allowing charge transfer excitations. 

Reproduced from [19] with permission of The Royal Society of Chemistry. 

On the other hand, electromagnetic enhancements due to surface plasmon excitations can 
be of several orders of magnitude larger than the chemical enhancement mechanism 
discussed above. At plasmonic resonance, the local electromagnetic field around the metal 
surface is locally enhanced thereby increasing the Raman signals [23-24]. This 
enhancement mechanism can be easily visualized in a classical physics point of view. The 
free-electron theory of metals is a good approximation in plasmonic models and can be 
used to explain the theory of surface plasmons without resorting to quantum mechanical 
treatments. The free-conduction electrons in the metal surface gets perturbed by the 
external electric field (usually light). This brings changes in the probability densities of 
the electronic wavefunction resulting in a change in the dipole moment, P. This induced 
dipole moment is directly proportional to the external electric field E through the constant 
called polarizibility α: 

  (9.1) 

It should be noted these quantities are tensors in 3D space. The local electric field interacts 
with the polarizability of the molecule in the vicinity of the field. This interaction leads to 
the inelastic scattering of incident photons collected as Raman spectrum. 
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Since the electric field intensity around a plasmonic nanoparticle is enhanced and the 
intensity of the scattered photons is related to the square of the incident intensity the 
overall SERS intensity is related to the induced field through [10, 25]: 

 | | , (9.2) 

where ISERS is the SERS intensity and ωinc represents the frequency of incident excitation. 

Hence if there is a 100-fold increase in the local electric field the Raman intensity will be 
increased by a factor of 108. This factor is termed ‘enhancement factor’ (EF) and is often 
quoted in SERS experiments. EF is usually determined by taking the ratio of Raman 
intensities with and without the plasmonic field normalized to the number of molecules 
on the surface. 

In experiments this can obtained by comparing the SERS intensity with the Raman 
intensity of bulk molecules after normalizing for the number of molecules. 

 
⁄

⁄
, (9.3) 

where Ibulk represents the intensity of Raman spectrum in bulk sample while Nsurf and Nvol 

are the respective number density of molecules. 

The intensity of SERS signals decay with distance from the metallic surface. This is 
expected as surface plasmon fields responsible for the enhancement of Raman signals are 
evanescent.  The molecule does not have to be in direct contact with the metal surface but 
need to be in the vicinity of the plasmonic field which is usually few nm from the metal 
surface. As the plasmonic field decays exponentially from the surface, it is necessary that 
the analyte molecules are close enough, usually few nanometers, to the metal surface in 
order to obtain SERS signal. Experimental evidences for this statement has been reported 
in which spacer layers of varying thickness was used between the molecules and the metal 
surface [26]. 

The experimental set up for SERS measurements can be very similar to conventional 
Raman systems. The excitation light, usually a low power laser, is focused onto the 
nanoparticle substrate which also contains the analyte molecules. The analyte molecules 
are either attached to the metal surface via chemical adsorption, covalent bonds or through 
a partition layer system. For resonant excitation, the wavelength of laser excitation should 
overlap with the plasmonic resonance of the nanoparticles. This optimizes the scattering 
process and increases the signal-to-noise ratio. The scattered signal is detected using a 
spectrometer system as in regular Raman spectroscopy. 

It is interesting to note that SERS spectrum of a molecule can be different from the Raman 
signal. For example, in SERS, the intensity of higher frequency vibrations tends to lower. 
Overtones and overlapped bands are not observed in SERS. The resonances can be 
broadened and even slightly shifted when the molecule is adhered to the metal surface. 
Certain selection rules are either relaxed or altered and there seems to be a depolarization 
of the scattered light unlike bulk Raman spectra. However, the prominent peaks of Raman 
scattering are obtained as in conventional Raman spectra. 
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9.3. Plasmonic Nanostructures for SERS 

The substrates used for SERS plays a vital role in determining the quality and quantity of 
Raman signals measured from the analyte molecules. The first reported observation of 
intense Raman scattering was on pyridine molecules adsorbed on to a simple silver 
electrode prepared by electrodeposition process. The inherent random roughness on the 
silver surface contributed to the enhanced Raman signals. Since then several different 
geometries of metallic nanoparticles have been studied for SERS, Ag and Au being the 
most popular metals used in these substrates. Single metal nanoparticles, by themselves 
can be used to as Raman enhancers but the most effective way is to couple nanoparticles 
to create stronger and larger number of electromagnetic ‘hotspots’. The strong coupling 
of local electromagnetic field of the metal nanoparticles gives rise to intense 
enhancements of the local fields forming the ‘hotspots’. Molecules that are in the vicinity 
of such coupled fields tend to show large enhancements of Raman signals. 

Recent advances in nanofabrication technology has contributed to the ability of creating 
special geometries that can give rise to large EFs. For example, the popular metal film- 
over-nanospheres (FONs) that are fabricated through nanosphere lithography (NSL) 
process have been reported to present strong hot spots capable of observing SERS from 
single molecules [27-30. Van Duyne and coworkers have reported several measurements 
based on Ag-FONs and Au-FONs SERS substrates [31-32]. Although easy to fabricate, 
FON substrates presents spatial inhomogenieties, which puts other structures that show 
similar trend includes silica coated metallic star nanoparticles [33-34], dimers [35], 
nanoparticle clusters [36], shell-isolated nanoparticles (SHINERS) [37-38], Ag cage 
structures [39], mushrooms [40], ALD coated nanoparticles [41] and nanowire structures 
[42]. Some of the most popular SERS nanostructures are shown in Fig. 9.3.  

 

Fig. 9.3. Different nanostructures used for SERS (a) Metal film over nanostructures (FON). SEM 
image of AgFONs. Reprinted with permission from [29]. Copyright (2016). American Chemical 

Society (b) Silica coated nanostars Reprinted with permission from ([33]). Copyright (2016). 
American Chemical Society (c) 3D self-assembled plasmonic superstructures. From [36] with 

permission from John Wiley and Sons. (d) Silica shell isolated nanoparticles (SHINERS). 
Reprinted by permission from Macmillan Publishers Ltd: Nature [38], Copyright (2016). 
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It has been known that rough surfaces and random cluster of nanoparticles can give SERS 
signals, but a more efficient way to yield high EFs will be to properly engineer the size 
and distribution of the nanoparticles such that their plasmonic resonances match with the 
excitation light wavelength. In this regard, dimer plasmonic nanostructures are of 
particular interest as SERS substrates owing to the fact that a strong electromagnetic 
hotspot is formed at the nanogap between the two nanostructures. For example, the metal 
over FON structure mentioned earlier presents such highly localized hot spots thus 
becoming a popular substrate for SERS applications.  

Tip-enhanced Raman scattering (TERS) is now becoming a hot research branch of SERS 
owing to its high-resolution capability and several papers on TERS for biomedical 
application are available [43-46]. Here, a metal coated tip is used as probe and it is 
illuminated with laser light to induce surface plasmon fields at the tip. The tip can then be 
raster scanned over the molecules under study and the scattered signals after interaction 
with the molecules are collected for detection. Raman-images of single molecules with 
super-resolution can be achieved using TERS microscopy. However, there are certain 
drawbacks of this techniques which includes cumbersome measurement set-up, poor 
reproducibility and low signal-to-noise ratio that need to be addressed.  

Although Ag and Au are the most widely used for SERS, other metals such as Al, Cu, 
alkali metals (Li, Na, K, and Cs), Pt, Ga, In and some alloys have been tried and tested. 
Owing to its plasmonic resonances in the UV, Aluminum is found to be effective for UV-
based SERS measurements. However, high reactivity (including large susceptibility to 
oxidation) and cost has restricted their use as SERS substrates. 

9.4. SERS Based Biomolecular Detection 

SERS has now become a well-developed and mature technique for the detection of 
biomolecules offering good sensitivity as well as selectivity. SERS based sensors have 
been reported for diagnosis and treatment of cancer, Alzheimer’s and Parkinson’s 
diseases. Large molecule sensing by SERS has shown reasonable interest owing to greater 
sensitivity and cost-effectiveness. In the following section, a review of some popular 
SERS based detection schemes are presented. 

9.4.1. SERS Based Biosensing 

Detection of biomolecules and bio organisms have been of great interest owing to their 
importance in biomedical field. In particular label-free detection of microorganisms and 
pathogens using SERS provide significant advantages over methods such as fluorescent 
marking. For example, by proper detection and study of certain pathogens, it is possible 
to develop pharmaceutical drugs that can be effectively used to eliminate them. In this 
regard, SERS has been developed as a tool for effective detection even for small 
concentrations of the molecules. Van Duyne el at. reported a rapid detection technique for 
anthrax biomarkers using SERS [47]. Calcium dipicolinate (CaDPA), considered to be a 
biomarker for bacillus spores, was detected using SERS based on Ag-FON samples. Spore 
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concentrations of the order of 10-12 M was reported to be detected. Following this there 
has been an exponential growth in the number of publications on bio-detection based on 
SERS. Recently, several reports on detection of whole microorganisms based on SERS 
substrates have been published. For example, Boardman et al. have demonstrated the rapid 
detection of bacteria directly from blood using a novel technique based on SERS [48]. 
They used Au nanoparticles embedded in SiO2 as substrate and were able to detect  
17 different bacterial species separated from blood samples. In another recent report,  
E-coli detection was achieved by in-situ coating of the bacterial cell wall with Ag 
nanoparticles in water followed by SERS measurements [49]. This method offers several 
advantages such as high sensitivity, reduced measurement times, high portability and 
lower reaction volumes over conventional label-free bio-detection methods. An 
interesting work includes the development of lab-on-a-chip device based SERS data base 
for the differentiation of six mycobacteria including both tuberculosis and non-
tuberculosis strains [50]. Such developments clearly aim at utilizing the potential of SERS 
in medical applications in the future. 

9.4.2. Glucose Sensing 

In recent years, there has been a concerning level of increase in the number of diabetic 
patients globally. The failure of insulin response mechanism in such patients cause 
fluctuations in glucose levels leading to further health related issues. Blood glucose levels 
are often monitored in diabetic patients usually by finger pricking method. Researchers 
have been working towards developing non-invasive glucose detection methods aiming 
at minimizing trauma to the patients. Raman spectroscopic method can detect glucose 
levels in vitro but requires strong and long laser exposures. This process can be made 
more efficient using SERS based detection. Ag FON (Silver film-over- nanostructures) 
have been successfully employed as SERS substrates for the purpose by Van Duyne, et. 
al [29-30]. Since glucose is not readily adsorbed on to silver film, a special partition layer 
is created in order to bring the glucose molecules in close vicinity of the metal surface as 
represented in Fig. 9.4. To achieve this, a self-assembled monolayer (SAM) of  
1-decanethiol and mercapto-hexanol (DT/MH) is formed over the metal surface. This 
assisted in creating a glucose concentration gradient which was then detected using SERS. 
Several different partition layers were studied by the group but only these straight 
alkanethiols were found to be effective. Using this technique physiologically relevant 
glucose levels were detected, thus proving the utility in medical applications. 

A further improvement was achieved using spatially offset Raman spectroscopy (SORS) 
was obtained by the same group. In this method, the scattered light is collected from 
different regions that are offset from the laser excitation point thereby providing an 
improved depth in resolution. Combining this with SERS bring a powerful tool called 
surface enhanced SORS (SESORS) for bio-detection. Van Duyne group successfully used 
this technique by injecting sensors and monitoring glucose levels through living rat´s skin 
[51-52]. It has been reported that this method will be a significant tool in biomedical 
applications in the future. 
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(a) (b) 

Fig. 9.4. Glucose sensing. (a) Scheme for glucose sensing using AgFON substrates. Glucose is 
partitioned into an alkanethiol monolayer adsorbed on the silver film substrate. (b) SERS spectra 

from glucose molecules. A and B represents spectra obtained without and with glucose in the 
partition layer respectively. C is the residual glucose spectrum obtained by subtracting A from B. 
D represents pure Raman spectrum of glucose for comparison. Reprinted with permission from 

[31]. Copyright (2016) American Chemical Society. 

9.4.3. SERS Markers for DNA/RNA Detection 

Recent developments in nanotechnology have facilitated sensitive and selective detection 
of nucleic acids. This has in turn revolutionized modern biomedical analysis as well as 
diagnostic tools. SERS based detection of nucleic acids offers several advantages over 
conventional methods such as fluorescent spectroscopy. It also forms a complementary 
analysis tool to other sophisticated techniques like NMR and mass spectroscopy. SERS 
presents better sensitivity with lower limits of detection and greater spatial resolution. 
Moreover, undesirable effects such as photobleaching and quenching can be reduced to a 
great extent. In particular, by using excitation wavelengths that spectrally match the 
electronic absorption bands of the biomolecules, it is possible to improve the efficiency 
of scattering process. This technique, often termed surface enhanced resonance Raman 
scattering (SERRS), has now become a potential tool of DNA detection [14]. 

Earlier methods of DNA detection involved immobilizing the molecules to silver or gold 
nanoparticles along with a Raman reporter (Fig. 9.5). In order to achieve this, surface 
functionalization methods were developed in order to attach the DNA strands onto the 
metal surface, followed by the assembly of the nanoparticles [53-54]. 13 nm Au 
nanoparticles were linked to oligonucleotides that were functionalized with a thiol group 
at their tail end. Two non-complimentary oligonucleotide solutions so prepared are then 
mixed together. Due to their non-complementary nature, there is no reaction. Additional 
linking of DNA duplex to this components and oligomerization results in the assembly of 
DNA-linked nanoparticles.  



Sensors and Applications in Measuring and Automation Control Systems 

 166

 

 (a) (b) 

Fig. 9.5. (a) Schematic of the DNA-based nanoparticle assembly [53]. Different schemes for 
attaching DNA to gold nanoparticles. Reprinted with permission from [54].  

Copyright (2016) American Chemical Society. 

A multiplexed detection of DNA and RNA using gold nanoparticle probes that were 
labeled with oligonucleotides and Raman markers was reported [55]. Three component 
sandwich assay system was utilized in their method (Fig. 9.6). The nanoparticles were 
attached with cyanine3 (Cy3) thiol-capped oligonucleotides for monitoring different DNA 
strands. Here, Cy3 was chosen as the Raman tag as it easily hybridizes with the specific 
DNA strand under investigation. To further enhance the Raman signals silver 
hydroquinine was passed through forming silver nanoparticles along the Cy3 strands. 
Several different strands of DNA and RNA were detected using this method with a 
detection limit of 20M. 

To further improve the detection mechanism, some groups have developed techniques 
where in a fluorescent marker molecule was also attached apart from Raman active 
reporter. This combined assay system provided better information regarding the DNA. 
For example, Fang et al. used Rhodamine-B as both Raman tag as well as fluorescent 
marker [56]. Single strands of DNA were detected by Fabris et al. by first hybridizing 
DNA with peptide nucleic acid (PNA) which was then immobilized on Ag nanoparticles 
that were attached with Rhodamine-6G [57]. The detection limit of this method was 
reported to be of the order of pM concentration (Fig. 9.7). 

Multiplexed DNA detection could be achieved by using several different dyes that were 
excited with a single wavelength [58]. A different approach of using two different 
wavelengths that matched the electronic absorption of a particular oligonucleotide was 
also reported by the same group [59]. 
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Fig. 9.6. SERRS based DNA detection using gold nanoparticles that are functionalized  
with dye-labelled oligonucleotide followed by a silver staining.  

From [55]. Reprinted with permission from AAAS. 

 

Fig. 9.7. (a) Scheme adopted by Fabris et al. for the detection of hybridized DNA. Peptide 
nucleic acid was used for hybridization and immobilized on AG colloids with Rhodamine-6G;  
(b) Averaged SERS signals from PNA hybridized DNA. Reprinted (adapted) with permission  

from [57]. Copyright (2016) American Chemical Society. 
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Another powerful and unique approach is DNA- based self-assembly of plasmonic 
nanoparticles to enhance Raman scattering. Originally developed by Mirkin, et al.  
[53-54], this method has been reported for sandwich assay with silver nanoparticles that 
were coated with oligonucleotides and Raman marker molecules [60]. Graham, et al. 
presented a controlled aggregation of DNA coated silver nanoparticles through a target-
dependent sequence specific DNA hybridization assay. Maximum enhancement of Raman 
signals was obtained by cleverly placing the Raman scattering molecules in the interstices 
of the assembled metal nanoparticles. 

Label-free approaches for SERS based DNA detection has gained considerable interest 
and simple mononucleotide detection have been reported. Bell, et al. demonstrated SERS 
detection of adenine, guanine, thymine, cytosine, and uracil using citrate-reduced silver 
colloids that were aggregated with MgSO4 [61]. As in the previous method, the analyte 
mononucleotide can get in the hotspots of the aggregated nanoparticles thereby achieving 
maximum enhancement of Raman scattered light (Fig. 9.8). SERS from  
2‘-deoxyadenosine 5‘-monophosphate (dAMP) attached to Ag colloids were obtained 
using this technique. 

 

Fig. 9.8. Method for obtaining SERS spectra from DNA/RNA mononucleotide by aggregating 
citrate reduced Mg colloids with MgSO4. SERS signal of 2‘-deoxyadenosine 5‘-monophosphate 

(dAMP) for different concentrations obtained using this method. Reprinted (adapted)  
with permission from [61]. Copyright (2016) American Chemical Society. 
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This method was also extended to single base nucleotide mismatch detections in short 
DNA strands [62]. Single base sensitivity of DNA bases using similar methods have been 
reported by several groups. Detection of DNA hybridization using label-free methods is 
useful in forensics and genetic studies. Barhoumi and Halas have demonstrated label-free 
detection of DNA in hybridized state using the plasmonic properties of Au nanoshells 
[63]. These Au nanoshells comprise of silica core with a thin film of Au. The dominant 
adenine peak at 736 cm-1 is removed and replaced with its isomer 2-aminopurine  
(Fig. 9.9). This aminopurine substituted DNA is then adsorbed onto the Au nanoshells 
using a thiol moiety on its ends. The ratio of intensity of peaks of adenine (at 736 cm-1) 
and 2-aminopurine (at 807 cm-1) gives a quantitative degree of hybridization. 

 

Fig. 9.9. (a) Au nanoshell based SERS spectra for a DNA sequence (a) ST20N1, containing 
adenine bases, and (b) ST20N2, without the adenine bases. Inset shows the schematic  

of DNA hybridization. Reprinted (adapted) with permission from [62].  
Copyright (2016) American Chemical Society. 

Improvements in label-free detection can be achieved by proper control of the plasmonic 
nanoparticle assembly. Dielectrophoresis has been used for assembly of nanoparticles that 
have DNA bases attached to them. Adenine molecules adsorbed onto Au nanoparticles 
were detected using a dynamic dielectrophoresis-enabled assembly of metal nanoparticles 
in the form of pearl chains with nanometer-sized gaps. As electrophoretic forces overcome 
diffusion this approach provides a rapid detection scheme with good sensitivity. Low 
molecular concentrations in the pM range was detected [64-65]. Magnetophoresis of 
magnetically active SERS nano-reporters (or plasmonically active magnetic 
nanoparticles) also provides a way to overcome the diffusion-limited assembly on 
substrates. 

The number of reports on SERS based DNA/RNA detection has increased exponentially 
in the last few years clearly points towards the tremendous potential of the technique and 
the promises it holds in biomolecular detection. 
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9.4.4. Immunoglobin Protein Detection Based on SERS 

Understanding of biomolecular process in living organisms is crucial not only in modern 
biology but also in medical science. In particular detection of protein plays an important 
role in disease diagnosis and cure. Future drug discovery is dependent on protein sensing 
and analysis. State-of-the-art protein detection includes immunoassay tests, fluorescence 
readout and microscopic methods. Raman microscopy has been used for study of proteins 
and their interactions [66-69]. However, conventional Raman spectroscopy suffers from 
low scattering cross sections, high fluorescent background and the necessity to have larger 
quantities of samples. Recently surface plasmon-based biosensing has gained reasonable 
interest owing to its improved sensitivity and portability. Indeed, owing to its advantages, 
SERS provide an interesting alternative to the above techniques. 

Different approaches have been adopted for protein detection using SERS. The most 
straightforward way is the direct detection of protein molecules by collecting the SERS 
signal. Amino acids, the building blocks of proteins as well as smaller peptide groups have 
been well characterized using SERS [70-73]. In these studies, Ag colloids were used as 
SERS substrates and several homodipeptides that were adsorbed onto the Ag colloids 
were analyzed. This also gave better insights towards the orientation of adsorbed 
aminoacids. Stewart, et al. studied peptides and aminoacids adsorbed onto 
electrochemically prepared silver surface [74] while Hu, et al. used silver colloid to obtain 
SERS from lysosomes [75]. Water soluble proteins and dipeptides were studied by 
Chumanev, et al. [76]. Several other studies on small protein SERS were also reported 
[77-79]. Ozaki’s group have studied enzymes such as lysozyme, ribonuclease B, avidin, 
catalase, hemoglobin, and cytochrome using SERS (Fig. 9.10). The enzymes were 
adsorbed onto colloidal silver after mixing acidifed sulphate, which enhanced the 
detection limits [80]. 

Large protein molecules can often show complicated SERs signal that makes 
identification difficult. In such cases, the complete pattern of SERS peaks is taken and 
analyzed instead of looking for single vibrational signatures. In addition to the direct 
(intrinsic) SERS measurements of proteins, it is possible to add reporter molecules to the 
proteins and then measure SERS (extrinsic). Some of the most common SERS reporter 
molecules include 5,50-dithiobis(succinimidyl-2-nitrobenzoate) (DSNB) with a peak at 
1336 cm-1 shift [81], 5,5′-dithiobis(2-nitrobenzoic acid) (DTNB) with a peak at  
1342 cm-1 shift [82], 4-mercaptobenzoic acid (MBA) with 1585 cm-1 peak [83],  
4-nitrobenzenethiol (4-NBT) at 1336 cm-1 shift , 2-methoxybenzenethiol (2-MeOBT) 
with intensity monitored at 1037 cm-1 shift, 3-methoxybenzenethiol (3-MeOBT) with 
intensity monitored at 992 cm-1 shift, and 2-napthalenethiol (NT) with intensity 
monitored at 1384 cm-1 shift [84]. 

Sandwich immunoassay is a very common way for protein detection. An immunoassay 
based SERS study was first reported by Tarcha et al. where they measured SERS spectra 
from immunoassay of thyroid stimulating hormone (TSH) [85]. Grubisha et al. used a 
novel reagent consisting of reagent consists of gold nanoparticles that were modified to 
integrate bioselective species (e.g., antibodies) with molecular labels for the generation of 
strong, biolyte-selective SERS signals [86]. Gold-coated glass substrates are 
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functionalized with the target antibody and it is then exposed to the solution containing 
the corresponding antigens. A sandwich complex assay is formed when Raman-labelled 
metal colloidal solution is added. Detection of femtomolar concentration of prostate- 
specific antigen (PSA) using SERS was reported by authors (Fig. 9.11). This method 
allows in vitro early diagnosis for certain cancers in a very short time interval. 

 

Fig. 9.10. (a) Schematic of the protocol used in the aggregation of Ag colloids for label-free 
protein detection. (b) SERS spectra from catalyze and control experiment spectra. Reprinted 

(adapted) with permission from [80]. Copyright (2016) American Chemical Society. 

Raman markers were used for the detection of thrombin at subpicomolar concentrations 
using a protein-protein recognition system containing gold nanoparticles that were capped 
with a bifunctional molecule [87]. This molecule is capable of forming a covalent link 
with the aromatic residues of the protein moiety. Certain vibration bands of this link could 
be enhanced by the gold nanoparticle thereby detecting thrombin. A detection limit of  
10-13 M was reported by the authors using this method. In fact, gold nanoparticles play a 
vital role in SERS detection systems and an extensive review of SERS nanoparticles for 
medical applications can be seen in reference [88]. In another interesting work, SERS 
based microscopy was used to image the selective localization of PSA in a prostate tissue. 
Gold nanostar particles were conjugated to an antibody against the tumor suppressor and 
white light immunization and scanning gave the Raman image of the PSA localization 
[89-90]. Histopathological analysis requires the localization of certain tissues using 
immunohistochemistry. In this work, gold nanostars that were fabricated using colloidal 
chemistry methods were conjugated with tumor suppressor p63, a p53 homologue. A 
white light source was illuminated onto the tissue for imaging. The image obtained when 
overlapped with the false color SERS image shows the presence of basal cells of the 
benign prostate. This demonstration of protein detection using SERS imaging shows the 
potential of this method to become a medical tool for early diagnosis of several diseases 
including cancer. 
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Fig. 9.11. Femtomolar detection of PSA. (a) Schematic of the steps involved in the method.  
(b) Evolution of SERS signal from PSA immunoassay for different concentrations and the dose-

response curve for free PSA in human Serum. Reprinted with permission from [86].  
Copyright (2016) American Chemical Society. 

9.5. Conclusion and Future Prospects 

Since the discovery of SERS, there has been tremendous increase in the number of 
publications in the field. Several different applications based on SERS have been 
demonstrated thereby bringing it to the scientific limelight in recent years. In the last 
decade or so, SERS has slowly developed into a useful spectroscopic tool that has 
potential applications in physical, chemical material as well as life sciences. In particular, 
the biomedical applications of SERS have motivated several researchers to develop very 
efficient sensing platforms based on SERS. The enhancement of Raman scattering by 
plasmonic fields is now well understood and researchers are now moving forward with 
engineering more efficient nanostructures to improve the sensitivity along with reduced 
fabrication costs. It is now widely believed that SERS mechanism has two contributions: 
the major one being electromagnetic and a minor chemical enhancement. Plasmonic field 
contributions plays a major role in the electromagnetic enhancement of Raman scattering 
process. Thus, it becomes essential to wisely engineer the plasmonic nanostructures to 
obtain optimum enhancements. As plasmonic fields are confined to the surface, the signal 
enhancement decays exponentially with the distance from the surface and hence termed 
evanescent. It is then imperative to have the analyte molecules very close to the 
nanoparticle surface to be in the vicinity of the electromagnetic field. Chemical 
enhancements, on the other hand, are not well understood due to the difficulty in 



Chapter 9. Surface-Enhanced Raman Scattering: A Novel Tool for Biomedical Applications 

 173 

theoretical as well as experimental observations. A theoretical description of chemical 
enhancement will require accurate knowledge of the vibrational and electronic states of 
the analyte molecule that is adsorbed onto the metal surface. A substantial amount of 
work, both theoretical as well as experimental, need to be carried out in order to fully 
understand the mechanism.  

It should be mentioned that the recent developments in nanofabrication methods have 
contributed largely for the advancement of SERS based applications. One of the major 
routes of fabrication of SERS substrates is the bottom up colloidal synthesis of 
nanoparticles. It is now possible to obtain shape as well as size sensitive structures that 
can be tuned for the experimental requirements such as excitation wavelength. However, 
there are some drawbacks of this method based on colloidal chemistry. Firstly, 
inhomogeneity of the nanoparticles obtained can be an issue in quantitative studies. 
Different regions of the sample can present different enhancements due to structural 
inhomogeneity. Moreover, colloidal purity can sometimes be questionable and may 
require further chemical analysis. Unknown compositions in the structures can lead to 
spurious Raman signals that interfere with those of the studied molecules.  

On the other hand, top-to-bottom approaches have some advantageous over colloidal 
fabrication methods. There is better control over size, shape and distribution of the 
nanoparticles. Good reproducibility of the shape and size of the nanostructures is possible 
using the top-to-bottom approach. State-of-the-art nanofabrication techniques such as 
electron beam lithography, nanosphere lithography, focused ion beam milling and optical 
lithography have been made use of for fabricating interesting nanoparticle geometries that 
is unachievable through colloidal chemistry synthesis. However higher cost of fabrication 
and longer preparation times are disadvantageous for several real-life applications.  

It is clear that conventional Raman spectroscopy is now slowly being replaced by SERS 
in most applications. This is particularly true for biomedical applications such as disease 
diagnosis and bio-detection. SERS spectroscopy provides valuable information about 
biomolecules in living organisms and their interactions with greater sensitivity. The 
number of publications based on biomedical application of SERS has seen a tremendous 
increase in the recent years. It is now possible to use SERS for the detection of DNA/RNA 
and proteins. Label-free SERS in vivo as well as in vitro provide vital information on the 
chemical composition of these biomolecules without additional markers that can impede 
certain natural processes. Qualitative as well as quantitative data can be elucidated for 
SERS signals which can help in characterizing the molecules and the system in a complete 
fashion. Raman signals from single DNA as well as hybridized strands is now achievable 
using label-free SERRS techniques [63, 91-92]. Early stage detection of certain cancers 
such as prostate cancer is now possible with the help of SERS studies. Prostate cancer 
marker PSA can be detected in the human serum. Reports on the detection of breast cancer 
cell biomarkers based on SERS have been published. SERS has also been applied in other 
biomedical test such as the detection of calcium ions. SERS imaging forms a powerful 
tool for visualizing bio medically relevant processes. For example, SERS microscopy has 
helped in understanding protein localization in tissues that are cancerous. In a recent 
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report, an intraoperative tumor resection based on SERS imaging in live rats was reported. 
These works provide promise for advanced and accurate tumor imaging and resection.  

Nevertheless, there are few challenges that need to be addressed for direct application of 
SERS in practical biomedical applications. Fabrication of reliable and cost-effective 
substrates is still in the optimization stage. Although current developments in 
nanofabrication technology has contributed to the advancement of novel SERS substrates, 
it is yet not clear if ideal SERS platforms have been developed.  

On the other hand, researchers are exploring the possibility of using materials beyond Ag 
and Au. One novel material that is now becoming a strong candidate for new generation 
SERS is graphene. But large-scale fabrication of graphene substrates is still a challenge. 
Other factors such as environmental issues of nanotechnology, cellular contamination, 
ethical issues are being discussed and the outcomes are not known for now. These issues 
need to be addressed in the near future so as to plan a viable and sustainable technology. 

In conclusion, SERS is has developed into a modern technique that holds tremendous 
potential for biomedical applications. In the coming years, it is believed that SERS will 
be used in real-world applications such as disease diagnostics and biosensing and will 
provide valuable information of biochemical processes. SERS can provide vital 
information that are cannot be obtained from conventional analytical methods such as 
fluorescence. SERs will become portable and cost-effective tool for pharmacological 
applications such as drug discovery and disease diagnostics.  
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Chapter 10 
An Advanced Sensors-based Platform  
for the Development of Agricultural Sprayers 

Paulo E. Cruvinel, Vilma A. Oliveira, Heitor V. Mercaldi,  
Elmer A. G. Peñaloza, Kleber R. Felizardo1 

10.1. Concepts of Pesticide Application Technology in Agriculture 

The definition of the parameters such as the size of the drops and application volume 
depend directly on the ratio (target/pesticide) relationship. The liquid agricultural inputs 
can be applied directly to the soil or even to the plants or their leaves with lower density 
of drops, i.e., allowing the use of larger droplets. Therefore, this facilitates the adoption 
of techniques for reduction of the drift, and allows improving of security in relation to the 
application, as well as the use of machinery capability in relation to the use of the sprayers 
and its efficiency. If used properly the large droplets, they can provide adequate deposit 
levels. Such deposits are related with the amount of pesticide, or its volume, deposited in 
the target [1]. 

The agricultural pest management also requires controllers and adequate climatically 
coverage conditions. Although the use of larger droplets could be apparently indicated, in 
first approximation, as ideal for the operation, the truly pest management requires a better 
contact of the applied pesticides with the problem to be treated. Thus, by using smaller 
droplets become possible to reach improvements in the efficiency, i.e., since such 
processes are not linear, such initiatives should be associated with knowledge, intelligence 
and adequate application technology. 

Besides, since there are either a large diversity of pests and changes in their dynamic’s 
behavior in environment, for each different agricultural crop, and as a function of its 
geographical locations and climate, it is required one specific solution. In other words, in 
terms of pesticide application for pest control there are not only one solution for 
everything [2]. That´s why the solution in relation to pest management in agriculture is 
still an open field for research, development, and innovation, mainly for the area relating 
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to pesticide application technology dedicated to food security and based on the 
sustainability of the natural resources. 

An important feature for the definition of strategies for control of pests in relation to the 
application technology is the way in which the pesticides are classified in relation to 
plants, i.e., as having systemic movement or not after the application and its absorption, 
even being aerial or terrestrial application using airplanes or tractors respectively with 
spraying systems, This means that these products can be classified as systemic or not, i.e., 
if the application technology needs to provide good coverage and penetration ability of 
the droplets in the leaves in order to take into account all parts of the plant. 

In most cases, to obtain good control there are needs to allow the coverage of the leaves 
and the distribution of the pesticide throughout the plants, with emphasis on the lower 
parts, medium parts or even in the top parts, i.e., as a function of the pest which is being 
treated. In the case of application directed to plants, the study of the characteristics of the 
targets should include the analysis of the movement of the leaves, stage of development, 
hairiness, roughness, and the face of the leaves. Today there are groups looking for the 
plant phenotyping as an indicator to define procedure related to pest control, once they 
are related to the plant architecture [3]. 

In spraying systems, nozzles break the mixture prepared mainly with pesticides plus water 
into droplets and form the spray pattern. In Fig. 10.1 is shown examples of nozzles used 
for agricultural sprayers.  

 

Fig. 10.1. Examples of nozzles used for agricultural sprayers: (a) Full cone spray nozzles (BD 
model Magnojet®); (b) Hollow cone spray nozzles (CV-IA model Magnojet®); 

c) Flat fan spray nozzles (CH model Magnojet®). 
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The determination of the correct application volume at a given operating pressure, travel 
speed, and spacing, as well as the size of the spray particle, are all important because they 
can help the determination of both efficacy and spray drift of the application of an 
herbicide, insecticide, or even a fungicide. The proper selection of the sensors, the 
embedded electronics, hydraulics components, tubes, control modality, intelligence for 
decision making, as well as the correct nozzles type and size are essential for proper 
pesticide application [4-7].  

The droplet size (see Table 10.1) influences the ability class spraying to cover the target 
and penetrate the leaves into a plant. Smaller droplets have better coverage capacity, i.e., 
offering more drops/cm2). Also, the smaller droplets provide greater penetration capability 
and are recommended when it is necessary good coverage and good penetration [8]. 
However, smaller droplets can be more sensitive to evaporation and drift processes. In 
productive agricultural systems in general, the large drops are preferred for application of 
herbicides, such as glyphosate, for example, while fine droplets are more used for 
insecticides, fungicides and other products of less systemicity.  

Table 10.1. Based on the standard ASAE S-572 (Spray Tip Classification by Droplet Size) the 
droplet size classes are organized in according to the color code, which are used to identify and to 
select the tips. Droplet sizes are usually expressed in microns (µm). For reference tips the flow is 

given in liters/minute and the pressure is given in bar. 

Classification category Symbol Color Code 
Approximate Volume 

Median Diameter (VMD) 

Very Fine VF  <100 

Fine F  100-175 

Medium M  175-250 

Coarse C  250-375 

Very Coarse VC  375-450 

Extremely Coarse XC 
 

> 450 

 

There are in the literature broad nozzles descriptions, their recommendation of use, 
selection of the proper nozzle type, and calibration method, also several manufactures in 
different counties. However, one may find little information, so far, regarding to how a 
sprayer for dedicated application can be developed, tested and validated for agricultural 
applications. 

Despite the proper selection of a nozzle type and size is relevant, is also very important to 
take into consideration the technology to allow the occurrence of the process for 
application. Therefore, the whole sprayer system is involved in the application process 
not only in determining the amount of spray applied to an area, uniformity, and coverage 

Red

Orange

Yellow

Blue

Green
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but also with the target and the amount of the potential drift. Besides, during operation 
their nozzles allow breaking of mixture into droplets, and also propel the droplets in a 
proper direction. Drift can be minimized by selecting response time of the sprayers, the 
choice of best moment for the applications in function of the climate conditions, selection 
of the controllers, which are used to select the best pressure or even the best volume, as 
well as the nozzle that produce the required droplet size while providing adequate 
coverage at the intended application rate. 

It is important to take into account that even when a tip predominantly produces thick 
drops, there is a small part of fine droplets in the applied volume. This part is sensitive 
and related to the drift processes. This means that a certain cutting edge does not produce 
any drops of same size, but a range of droplet sizes, which is called spray spectrum. 
Despite de climatical conditions, the risk of drift is also a function of the quality of the 
technology of application and the instrumentation used in the sprayer’s architecture and 
their design. 

10.2. An Advanced Sensors-Based Platform and Its Conception 

Situated in the Embrapa Instrumentation (CNPDIA), and organized in partnership with 
the Control Laboratory of the Department of Engineering and Computer Science located 
at the University of São Paulo (EESC/USP), is the laboratory infrastructure for the 
development of research and innovation that contribute to improve agricultural sprays [9], 
i.e., those based on liquid agricultural inputs. Such infrastructure was designed and 
developed taking into account the concept of an advanced platform based on the use of 
sensors and actuators into a network coupled, controllers circuits, and intelligent 
electronics to enable project and development of sprayer systems. 

Therefore, the projects of such systems can be carried out by means of monitoring and 
control in real-time of the main parameters and variables involved in agricultural sprayers. 
Further, based on digital image analysis and pattern recognition evaluation of the sprays 
quality, as well as the drift, can be analyzed [10]. 

In this context, this laboratory infrastructure has an advanced development system that 
enables the design of architectures involving the connections of hydraulic components 
and devices, mechanical pumps, electronic and computer algorithms, as illustrated by 
Figs. 10.2-10.4. Besides, this infrastructure allows the fusion and integration of smart 
sensors and advanced instrumentation with control, agricultural machinery, agronomy and 
precision agriculture. The term smart sensor refers to those elements containing sensing 
and signal processing capabilities and understanding, with objectives ranging from simple 
viewing to sophisticated remote sensing, surveillance, search or even track, robotics, and 
intelligence applications [11]. The smart sensor is expected to have the capability that 
functionality and architecture, as well as raw data acquisition are based the existence of a 
processing unit [12-14]. The advanced sensor-based platform has the potential to assist in 
dealing with a large amount of data that is generated by a monitoring system. On board 
processing at the advanced platform for agricultural sprayers development, the sensors 
allow a portion of the computation to be done locally on the sensors’ embedded 
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processors, with self-diagnosis and self-calibration capabilities, thus reducing that data 
amount of information that needs to be transmitted over a network.  

 

Fig. 10.2. Front view of the development system for projects dedicated to the application  
of liquid agricultural inputs based on the advanced sensors-based platform. In the background  
is the panel with electrical, electronic and hydraulic components and the front boom sections  

with the nozzles and spray tips. 

 

Fig. 10.3. Front view of the user interface of the development system for projects dedicated  
to the application of liquid agricultural inputs based on the advanced sensors-based platform. 
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Fig. 10.4. Front view of the stand-alone devices used on the advanced sensor-based platform, 
which allow interconnections in the front grille, and in the digital network: (1) frequency inverter, 

(2) power supplies (4) modules for automation and control of the inputs and outputs variables,  
(5) box with electronic circuits for signal conditioning (7) hydraulic valves, boom section  

and flow meter and the pressure sensor. In the rear of the grid are assembled: (3) water tank level 
sensor, (6) pump for mixing coupled to a three-phase motor; (8) two tanks for  pesticides  

and level sensors (9) two piston pumps. 

Fig. 10.5 shows the structure used for the automation of the advanced sensor-based 
platform, which took into account the use of a CompactRIO embedded controller, model 
cRIO-9073 manufactured by National Instruments. This controller is a rugged, 
reconfigurable embedded system containing three main components, which are a real-
time controller, a reconfigurable field programmable gate array (FPGA), and an industrial 
I/O modules (Fig. 10.6). The FPGA is connected to one real-time controller by a high-
speed PCI Bus. The cRIO-9073 chassis comes with an Ethernet port, which allows the 
digital connection of the CompactRIO to a host computer, such as a PC compatible, which 
can used Windows environment [15-17]. 

This system has the necessary instrumentation to monitor and control most of the variables 
that can be involved with agricultural spraying, as well as build any existing arrangement 
of the commercial agricultural sprayers (electric and hydraulic) and develop new 
prototypes of agricultural sprayers. It is composed of the following instruments: the host 
computer, the real-time controller, and the FPGA, which can be programmed with the 
graphical programming language - LabVIEW. The real-time controller executes an 
algorithms created in the LabVIEW real-time software.  

Such arrangement allows the use of the real-time to implement several modalities of 
controls. In such architecture the FPGA created in the LabVIEW FPGA software, allows 
to read and write data from the cRIO-9073 I/O modules. On the other hand, both the I/O 
analog and digital inputs modules can be used to interface sensors, i.e., encoders, 
flowmeters, level of the liquids (water, fertilizer and pesticides), pressure, current and 
voltage, conductivity, response time, and others) and actuators (pumps, valves and power 
inverters). A host program, created in the LabVIEW PC software [18], is used to 
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communicate with the real-time controller and also to manage the user interface for the 
operation and project setting on the advanced sensor based platform, including 
visualization, data logging and also the simulation of a broad spectra of models. 

 

Fig. 10.5. The structure used for the automation of the advanced sensor-based platform, in which 
is possible to observe the following sensors and devices: (1) Pressure sensors; (2) Flow sensor; (3) 
Electrical conductivity sensor; (4) Smart delay time sensors; (5) Level sensor for the mixing tank; 
(6) Level sensor for the product tank; (7) Tank dedicated for mixing; (8) Tank used  
for pesticides; (9) Encoder`sensor used for the injection pump; (10) Injection pump;  
(11) Proportional valve encoder`sensor; (12) Proportional valve; (13) Section valves; (14) Three-
phase motor; (15) Frequency inverter; (16) Spray pump; (17) Signal conditioning module;  
(18) Signal conditioning of the smart delay time sensors; (19) Industrial belt that simulates the 
tractor movement in relation to the sprayers; (20) Infrared optical sensors for position detection; 
(21) Programmable Automation Controller (PAC-CRIO). 
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Fig. 10.6. Structure used for I/O signals in the advanced sensor-based platform, which took  
into account the use of a CompactRIO embedded controller manufactured by  

the National Instruments. 

To select the pressure sensor for a specific application besides the pressure range first of 
all the type of pressure measurement has to be considered. Pressure sensors measure a 
certain pressure in comparison to a reference pressure and can be divided into absolute, 
gage and differential devices [19-21]. In the advanced platform for the development of 
sprayers are used two piezoelectric pressure sensors. One of them monitors the hydraulic 
system pressure in the distribution point of the mixture (water + pesticide) to the spray 
bars. The other monitors the pressure at the end of the spray bar. These sensors have non-
linearity < + 0.5 % considering the best fit straight line (BFSL), i.e., along a useful 
pressure range, e.g., from 0 to 103.42 kPa up to 689.48 MPa; signal output in either 4-20 
mA or 0-10 V;  measuring deviation of the zero signal typical ≤ ± 0.5 % of the span; and 
accuracy at room temperature ≤ ± 1 % of span. 

Flowmeters are used in fluid systems (liquid and gas) to indicate the rate of flow of the 
fluid. They can also control the rate of flow if they are equipped with a flow control valve. 
When a fluid is introduced into the tube, the float is lifted from its initial position at the 
inlet, allowing the fluid to pass between it and the tube wall. As the float rises, more and 
more fluid flows by the float because the tapered tube’s diameter is increasing. Ultimately, 
a point is reached where the flow area is large enough to allow the entire volume of the 
fluid to flow past the float. This flow area is called the annular passage. The float is now 
stationary at that level within the tube, as its weight is being supported by the fluid forces 
which caused it to rise. This position corresponds to a point on the tube’s measurement 
scale and provides an indication of the fluid’s flow rate [22-24]. In the advanced platform 
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for the development of sprayers is used an electromagnetic flowmeter having a useful 
measuring range from 5 to 100 liters /min for pressures up to 4000 kPa (40 bar), and can 
operate at a maximum temperature of 50° Celsius. The flowmeter sensor is used to 
measure the flow rate of the mixture (water + pesticide). The flowmeter has an open 
collector output (0 to 12V), and presents a calibration of 600 pulses per liter (ppl), as well 
as accuracy in the class of 0.5 % to 1 % (full flow). The used type has no mechanical 
moving parts inside the pipe and performances independent from fluid density and 
viscosity. Besides, the part in contact with the mixture is made of polypropylene and 
stainless steel.  

The conductivity sensor is responsible for measuring the concentration of the mixture 
(water + pesticide) and uses instrumentation for signal conditioning, which involves a 
power converter circuit to voltage (I/V). In general, the conductivity of a solution varies 
significantly depending on the temperature of the liquid [25-28]. When carrying out 
conductivity measurement, liquid temperature should be controlled as accurately as 
possible. The conductivity sensor used in the advanced platform for sprayer’s 
development has four electrodes for medium and high conductivity. Also, uses a PT100 
sensor built-in for automatic temperature compensation. The electrical conductivity 
sensor works with pressures up to 700 kPa, as well as withstands temperatures from  
-10 °C to 80 °C. The output of the transmitter produces current outputs in the range of  
0 to 20 mA, i.e., proportional to the conductivity values (0-650 mS/cm) and the 
temperature in the range from 0 to 100° C. Other characteristics include a cell constant 
accuracy equal to ± 5 %, and a cell constant repeatability of equal to ± 2 %. 

The response time for a direct injection sprayer system was defined in the literature by 
Peck and Roth [29] as the period from the instant the injection begins until the chemical 
concentration rate reaches 95 % of the equilibrium rate [30]. The rise time tr and transport 
delay td characteristics of a sprayer proposed by these authors are shown in Fig. 10.7. A 
95 % concentration rate corresponds to the chemical concentration of the spraying, which 
is necessary for satisfactory weed control [31]. 

 

Fig. 10.7. Delay time td, rise time tr and response time tT of a typical injection system  
as described in [29]. The dotted line indicates the time behaviour of the concentrated mixture  

as a response to an injection input. 
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In the advanced platform for sprayers’ development is used a set of intelligent sensors to 
measure the response time of the sprayers, which have usability in real time applications 
[32, 33, 34]. The decision to embed the smart sensors directly in the sprayer nozzles 
provide a scenario where the input data from the physical sensor could be analyzed by 
various knowledge-based routines. The sensor output could be raw data or preprocessed 
information. This information could be in the form of a flag, which shows a confidence 
level of the response time for pesticide applications. The use of these intelligent sensors 
provides more additional information than that of traditional ones, i.e., the information 
provided by intelligent sensors can include actual data, corrected data, validity of the data, 
and reliability of the sensor. The smart sensors operate in a dynamic range defined by 0.50 
V ± 2 LSB < voutput ≤ 4.90 V ± 2 LSB which is related with the accuracy allowed by its 
internal ADC [35].  

Liquid level sensors and switches can provide high-reliability for monitoring and 
detection the level of fluid media. To effectively address such a wide variety of 
measurement challenges, one can find a broad range of contact, non-contact, and non-
intrusive liquid level sensors and switches [36-38]. These are available in multiple 
technology types, including magnetic reed switch-based floats, solid-state electro-optical, 
conductivity, capacitive, ultrasonic, and piezo-resonant. For the advanced sensor-based 
platform single point level switches are used, i.e., one for the liquid level of the mixing 
tank, and another to detect the pesticide level, i.e., installed into the pesticide tank. 

Incremental encoder provides a specified amount of pulses in one rotation of a motor. The 
output can be a single line of pulses or two lines of pulses that are offset in order to 
determine rotation. The phasing between the two signals is called quadrature [39]. The 
typical assembly of an incremental encoder consists of a spindle assembly, a sensor array 
that creates just two primary signals for the purpose of position and speed, and cover. 

In the advanced development platform for spraying are used the same types of encoders 
[40, 41] for the proportional valve and the injection pump. The encoders are connected to 
the DC motor spindle proportional valve, which enables incrementally 1024 pulses per 
revolution (ppr). This type of sensor is used in the modeling step proportional valve to 
obtain the angular position of the DC motor shaft, which drives plunger. Moreover, the 
motor angular velocity of the injection pump is also achieved through the use of an 
incremental encoder having 1024 pulses per revolution (ppr) either, and in the same sense, 
coupled to the motor spindle.  

Infrared (IR) technology addresses a broad variety of wireless applications, especially in 
the areas of sensing and remote control. A photosensor can be used as a photointerrupter 
that integrates an optical receiver and emitter in a single U-shaped package. In a 
transmission type photointerrupter, the light emitting and detecting elements are placed 
facing each other. The shape and size are two of the main differentiating features of a 
photointerrupter [42-45]. For the advanced platform for sprayer’s development are used 
two photosensors together the industrial belt that simulates the tractor movement in 
relation to nozzles sprayers. They are used to adjust by means of the frequency inverter 
the time line for its adequate operation. In other words, it is possible to use a constant 
speed of the belt or even accelerate it in order to reach different simulation conditions. 
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Over the belt are used a shaft that allow the use of a set of water-sensitive papers to get 
the spray droplet impressions or the droplets pattern for analysis. Besides, is used the e-
splinke® software [46] program that allow accurate and rapid measure of spray droplet 
impressions from such water-sensitive paper. The process can be used to determine 
several useful spray drop statistics. 

For instance, the percent coverage, the spray deposition rate, drift profile, single swath 
pattern width, and multiple pass uniformity are all determined. Droplet statistics such as 
VMD (V(0.5), Volume Median Diameter), V(0.1), and V(0.9) are automatically calculated 
for each drop card scanned [47]. A printout with a histogram of the drop sizes along with 
a graphic record is also provided by this software. 

10.3. Sensors-Basis Arrangement and Examples of Operation   

The spraying system with direct injection, from the viewpoint of control systems, can be 
represented by the block diagram of Fig. 10.8. From the diagram of Fig. 10.8, is possible 
to observe that two controllers are to be implemented. It is possible to consider classic 
controllers such as Proportional, Integral and Derivative (PID) or even advanced one`s 
controllers, as the predictive model-based controller (MPC). 

 

Fig. 10.8. Control loops for the variable-rate spraying system with direct injection. 

10.3.1. Mathematical Models for the Injection, Spraying and Concentration 
Systems 

The injection system consists of a piston pump and a DC motor driven by a transistorized 
power amplifier. This system is responsible for injecting the pesticide in the suction line 
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of the spray pump and its mathematical model describes the dynamic behavior of the flow 
of pesticide . This state space model, described in detail in [48], is given by: 

0

0

0 60000

, (10.1) 

 
where , with  the control signal of PWM type producing a duty cycle in 
the interval between 0 a 100,  is the pump output pressure,  the output pump 
flow and   the state vector with    the DC motor current and  the DC 
motor speed. The variable ranges and parameter values in (10.1) are given in Table 10.2. 

The hydraulic model of the spray system describes the dynamic behavior of the mixture 
flow denoted  and the pressure 	  of the system. This system has hydraulic and 
electrical components such as electric valves of the proportional type and on/off valves 
controlled by DC motors driven by H-bridge and PWM control, flow meter, pressure 
sensor, spray nozzles and hose pipes. The nonlinear state space model of the spraying 
system, which is described in detail in [49, 50], is given by: 
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where  is the input of the H-bridge of the proportional type electrical valve, a 
control signal of the PWM type with duty cycle between -100 a 100,  is the output 
flow and  is the state vector with   and  the proportional valve needle 
rotation angle and  the angular needle speed, respectively. The DC motor of the 
proportional valve has a nonlinearity of the dead band with saturation type represented in 
(10.2) by the variable : 
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The model of the dynamics of  for the mix concentration (water + pesticide), described 
in detail in [48, 49], can be approximated by a first order system with transport delay: 

, (10.4) 
 
where /  is the input and  is the output of the mix concentration model,  and 

 are the transport delay and time constant, respectively, which are dependent on the flow 
 as follows: 

.  (10.5) 
  

  (10.6) 
 
where the parameter  corresponds to the time the concentration output  remains 
unchanged after a change of the input . From (10.5) and (10.6), the time response which 
is defined as the elapsed time from the time of injection until the concentration of the 
mixture reaches 98.2 % of its regime value at the most distant sprayer nozzle of the 
injection sprayer system can be estimated as: 

4 . (10.7) 
 
The values of the parameters as well as the definitions of the variables are also given in 
Table 10.2. 

10.3.2. Proportional, Integral and Derivative Controller 

The PID controllers appeared first in the 1930s, still today is considered the simplest 
solution for the control problems in industry [48, 52, 53]. In a spraying system with direct 
injection of chemicals it is necessary the design and implementation of two classic PID 
controllers, one for the sub-system injection and the other for the carrier-chemical sub-
system. The PID controllers as illustrated in Fig. 10.9 were implemented in a platform 
CRIO, NI [54]. The sum of the proportional action by trapezoidal integration 
approximation and partial derivative is given by: 

, (10.8) 
 
where 
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Table 10.2. Spraying system variables and parameters. 

Parameter/variable name Value 
Carrier-chemical sub-system 
Saturations limits [D+, D-]  [100,-100] 

Pipe length L 1.35 m 
Pipe internal diameter di 1.27×10-2 m 
Friction factor  f 8.2×10-3 
Mass density  1.0×10+3 kg m-3 
Number of booms m 2 
Number of nozzles per boom n 7 
Sprayer pump volumetric flow rate Qp  42.00 L min-1 
Proportional gain controller Kc 20 
Nozzle 11003 fluid resistance Kn 2.07 102 kPa (L min-1)-2 
Nozzle 11005 fluid resistance  Kn 0.75 102 kPa (L min-1)-2 
Solenoid valve fluid resistance  Kvs 4.08 10-2 kPa (L min-1)-2 
Plumbing  boom 1 until nozzle 1 fluid resistance  Kpb 4.53 10-2 kPa (L min-1)-2 
Equivalent plumbing between nozzles fluid resistance  Kpn 1.35 10-2 kPa (L min-1)-2 
Carrier-chemical subsystem equivalent fluid resistance Keq11003 4.32 kPa (L min-1)-2 
Carrier-chemical subsystem equivalent fluid resistance Keq11005 1.63 kPa (L min-1)-2 
H-bridge gain Kph 1.20 10-1 
Proportional valve motor torque constant Km  1.10 rad V-1 
Proportional valve motor time constant  Tm 5.00 10-2 s 
Proportional valve fluid resistance Kv 2.99 10-2 kPa (L min-1)-2 
Dead band limits [d+, d-] [20,-20] 
Gains [k+,k-] [1.25,-1.25] 
Coefficient 0 2.99 10-2 kPa (L min-1)-2 

Coefficient 1 2.81 10-6 kPa (L min-1)-2 
Coefficient  6.53 rad 

Chemical sub-system 
Armature resistance Rc 6.86  10-1  
Armature inductance Lc 1.00  10-3 H 
Valve motor torque constant Kt 3.75  10-2 N m A-1 

Valve motor back voltage constant Ke 3.75  10-2 V s rad-1 

Valve motor moment of inertia J 4.74  10-4 Kg m2 

Valve motor damping constant b 4.59  10-4 Kg m2 s-1 

Volumetric displacement of the pump Kp 2.07  10-7 m3 rad-1 
Power amplifier gain Kpt 1.20  10-1  
Coefficient K 5120 
Carrier-chemical mix sub-system 
Coefficient K1 158 
Coefficient K2 197 
Coefficient 1 0.85 
Coefficient 2 0.97 
Minimum value provided by the flow meter q_  5.00 L min-1 
Maximum value at the sprayer pump flow q+   min-1 

 



Chapter 10. An Advanced Sensors-based Platform for the Development of Agricultural Sprayers 

 195 

where  is the proportional gain,  is the integration constant, 	  is the derivative 

constant, 60 is the time base of the PID controller and   is the sampling time. 
For both injection and spraying systems, the sampling period for the implementation of 
the digital controllers was set as 50	  [55]. The initial setting of the controllers was 
performed used an autotuning relay feedback approach [56]. For the chemical carrier 
controller the PID parameters were adjusted to 14, 3.5 10 , and  

8.0 10 . For the injection controller, the values were 16.0 ,  
6.0 10 . The implemented digital PID controller algorithm is presented in 

Pseudocode 10.1. 

 

Fig. 10.9. PID based control loop for the carrier-chemical and PI for the injection controller. 

Pseudocode 10.1. PID control loop. 

Inputs: ,  

Outputs:  

BEGIN 
initialization: 
 ← 0; ← 0;  ← 0; ← 0; ← 0;	k ← 0; 

loop: 
 READ ,  

 ←  

 ←  

 EVALUATE , ,  

 ← 	 		  

 ←  

 ← 1 
 WAIT  

GOTO loop 
END 
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The implemented PI and PID controllers presented satisfactory performances. The output 
flow reached the reference flow rates (set points) in a short period of time and with little 
overshoots. In the spraying system, the time taken to achieve the steady state is an 
important issue because it directly involves spraying efficiency. Thus, this accelerates the 
control action and lowers the application error. In Fig. 10.10, it is also possible to verify 
that the pressure values of the spraying system and spray tips were maintained in the 
normal operating levels, which in the case of used tips is at most 400 kPa. 

 

Fig. 10.10. Experimental results for the variable application rate using PI and PID controllers. 

10.3.3. Model Based Predictive Controller 

In general, a predictive control algorithm solves a problem of optimal control of a linear 
dynamic system subject to constraints. The controller predicts the future behavior of the 
actual system through the model of the plant over a horizon of upper and lower prediction, 
denoted by  e , respectively. The optimal control input is calculated by minimizing 
a cost function defined over the prediction horizon. Typically, the optimization problem 
is formulated with a cost function specified as a sum of squared errors between the 
trajectory of the reference input and the predicted output and control effort as follows [51, 
52]: 
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‖ / / ‖ ‖∆ / ‖ , (10.10) 

 
subjected to: 

∆ ∆ ∆
 (10.11) 

 
where Q i  is the positive definite matrix weighing the error, 	R i  is the positive semi-
definite matrix weighing the control action, y k i/k  is the output prediction vector, 
r k i/k  is the future reference trajectory vector and  ∆u k i/k  is the incremental 
control  for a horizon N . The command control of the current instant k is obtained by 
settingu k u k 1 	∆u k|k . Only the actual control  ∆u k|k  is used and the 
future control signal generated is discharged as at next time instant the output y k 1  
will be known. The procedure is repeated and a new optimization problem is solved at the 
next step and the sequences actualized. 

From a look up table values for the agrochemical rate of application of the mixture denoted  
 and of the pesticide denoted  	 were chosen and the controller references flows 

denoted  and  were calculated as [53, 54]: 

60000
, (10.12) 

  

, (10.13) 

 
where  is the distance between the sprayer tips, in centimeters and  is the number of 
active sprayer tips actives.  

10.3.3.1. Implementing the MPCs 

The spraying system with direct injection uses two MPCs in regulating the flows   and 
. The MPC algorithm was developed in the LabVIEW RT with the Toolkit MPC 

Controller tool LabVIEW Control Design and was run on the embedded system cRIO-
9073  at a deterministic sampling rate of  50ms [49, 50]. For regulating the flows   and 

 the diagrams of Fig. 10.11 and Fig. 10.12 were implemented, respectively. 

For regulating , the state space model described in (10.1), for 0 , since the 
injection of agrochemical is made in the suction line of the sprayer pump, was discretized 
using the c2d Matlab function with 50 ms one sampling period. Therefore, considering 
the values of the parameters shown in Table 10.2, the following discrete model was 
obtained for the injection system: 
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Fig. 10.11. MPC based control loop for injection controller. 

 

Fig. 10.12. MPC based control loop for carrier-chemical controller. 

1 0.004938 0.04248
0.08963 0.7711

0.1432
0.5956

0 0.01241
 (10.14) 

 
where  is the control signal denoted , and  is the output signal denoted  . 
The MPC tuning was initially carried out by simulation on the PC LabVIEW and the 
obtained parameters were used as a starting point for controller tuning directly in the 
sensor-based platform using the cRIO-9073. The final values of the parameters of the 
injection MPC were: 2,  1, 12, 0.15, 0, 65, 

0,  2, ∆ 1 e ∆ 1. 

For regulating the flow , the non-linear model represented by (2) was linearized using 

the fsolve function of Matlab around the equilibrium 65 rad and 0 rad/s which 
corresponds to the midpoint of the work range of the proportional valve. Then, the 
linearized model is discretized using a 50 ms sampling. Therefore, considering the values 
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of the parameters shown in Table 10.2, the following discrete model [55] was obtained 
for the spraying system:  

1 1 0.03161
0 0.3679

0.002152
0.07396

0.55 0
 (10.15) 

 
where  is the control signal denoted  and  is the output signal denoted . The 
tuning of the MPC was done in the same way as for regulating the flow 	. The final 
values of the parameters of the carrier-chemical controller MPC were: 50 ,  

1 , 15 , 0.015 , 90 , 90 , 0 , 34 , 
	∆ 1  e ∆ 1 . The implemented digital MPC controller algorithm is 
presented in Pseudocode 10.2. 

Pseudocode 10.2. MPC control loop for the carrier-chemical. 

Parameters: , , , , , , , , , , , , ∆ , ∆  

Inputs: ,  

Outputs:  

BEGIN 

initialization: 

 ∆ ∗ ← 0;	 ∗ ← 0; k ← 0; ← 0; 

loop: 

 READ ,  

 EVALUATE  (prediction model) 

 EVALUATE ∆ ∗  (optimal control sequence) 

 k ← 	 k 1 	∆ ∗ k|k  

 ← 1 

 WAIT mpc sample rate period 

GOTO loop 

END 

 

10.3.4. Experimental Results for Variable Rate Application Based on Infestation 
Maps 

An experiment was conducted in the spraying sensor-based platform using tap water in 
the water tank. The agrochemical tank was filled with 16 liters of tap water containing  
50 g of sodium chloride (NaCl). The application map considered featured a hypothetical 
example of a soybean infested by weeds. The culture contained 7 cells of length of 

300	m. The agrochemical rate of application   between the cells ranged from  
2 to 12 L/ha and the application rate of the mix denoted   was 230 L/ha. The 
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recommendations of the application rates were based on the label of the herbicide 
glyphosate athanor 48. The chosen  application speed was 10 km/h with random 
variations of ± 10 % in some places [49]. Fig. 10.13 shows the responses of the 
instantaneous flow rates and  in function of speed variations. 

 

Fig. 10.13. Experimental results of the application rate based in maps. 

Notice that the system behavior showed no peaks or excessive variations in the values of 
instant flow rates over time, due to the speed variation. The changes in flow rates do not 
exceed 5 % relative to the average, indicating an acceptable behavior of the MPCs [56]. 
It is also noticeable that the flows reached the reference values in an acceptable time and 
with little overshoot. 

The change in the mixture concentration due to application rate changes and/or speed 
variations occurred during a short time and the peaks were below 5 % due to simultaneous 
adjustment of  and  flows performed by the MPCs. 
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It was also noticed that an anticipation strategy of the application rates can be performed 
with success in cases where the application rates increases from one cell to another. This 
strategy avoids subapplication cases and reduces the error of the mixture concentration as 
it ensures the application of the agrochemical in the desired mixture concentration in cells 
where the application rate is greater than the application rate of the previous cell. 

10.4. Conclusions 

The models and real-time optimization methods customized for agricultural sprayers can 
be in time embedded into a microcomputer by means of dedicated software development 
using very high-level languages and validated in an environment which allows virtual 
instruments, development, tests, calibration, and data analysis for support on the decision 
making processes. 

The goal of such initiative, i.e., the organization of an advanced sensor-based platform for 
the development of agricultural sprayers took into account programming and sensor-based 
instrumentation and their accessibility to engineers, programmers, technical personnel, 
students, researchers and other experts, which seek, for instance, the rapid prototyping 
and flexible programmable architectures for the development of agricultural sprayers. 

Based on the above, one may conclude that this infrastructure is adequately in establish a 
laboratorial facility dedicated for learning, design and construction of agricultural 
sprayers for the liquid agricultural inputs, which uses the sensors, actuators, and control 
systems. Besides, the presented laboratory infrastructure can also be identified as high-
level programmable functions, which included a set of I/O ports, not only analogical gates 
but also digital, which allow a complete design in compliance with the applicable 
requirements and standards, i.e., used to reach both spray quality and efficiency in the 
agricultural pest control. 
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Chapter 11 
Design, Implementation  
and Characterization of Time-to-Digital 
Converter on Low-Cost FPGA 

Dadouche F., Turko T., Malass I., Skilitsi A., Léonard J.   

and Uhring W.1 

11.1. Introduction 

Nowadays, numerous applications require a precise measurement of time duration 
separating two or several physical events. Examples of these applications include: Time 
of Flight sensors, Time resolved spectroscopy and fluorescence, positron emission 
tomography instruments as well as pulse position demodulators [1]. 

3D scanners or 3D console games represent typical applications using Time of Flight 
(TOF) measurements to reconstitute a three-dimensional scene. In such systems, the light 
is emitted by a laser or light-emitting diode and detected by suitable light sensors after 
reflection by the illuminated object. The light pulse TOF is proportional to the distance 
traveled by the latter. The measurement is made independently by several pixels allowing 
the reconstitution of the 3D scene [2, 3].  

To measure this duration, one uses devices capable of converting extremely low time 
resolution (some tens of picoseconds) into digital values understandable for downstream 
processing and conditioning chain. These devices are commonly known as Time-to-
Digital Converters (TDCs) [4]. They have been largely used for several years in numerous 
smart sensor systems, particle and high-energy physics applications as well as 
measurement and instrumentation applications such as digital scopes and logic analyzers 
[4, 5]. 

The several techniques of time-to-digital conversion proposed in the literature can be 
regrouped in two families: the first generation family based on ADC converters and the 
second generation family which is fully digital [4]. In order to design a TDC, a method 
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based on Time-to-Amplitude Conversion (TAC) can be used. This technique is based on 
controlling a capacitor discharge. The time elapsed between start and stop signals is 
determined by the capacitor voltage before and after discharging. However, the TACs 
need very fast analog switches as well as high precision current sources and ADCs. So 
this technique is not well suited for FPGA use [6].  

As an alternative fully digital techniques are proposed. The simplest way to achieve this 
objective is to use a digital counter starting and stopping by the measured signal. 
Nevertheless, the resolution of such systems is limited by the operating frequency. Indeed, 
to achieve a resolution of 100 ps, a frequency of 10 GHz is theoretically required. With 
the current clock frequency limitation, this technique is considered to be restricted for time 
resolution above 1 ns in most of the FPGA based applications [7]. 

The solution which seems to be interesting for digital FPGA devices is the direct time-to-
digital conversion which allows to measure both long and short time intervals. Some of 
the digital techniques that can be readily identified are [4, 7, 8]: Tapped Delay Lines 
(TDL), Delay Locked Loop (DLL), Vernier Delay Line (VDL), Multilevel TDC, etc. All 
of these time-to-digital conversion techniques are usually designed as Application-
Specific Integrated Circuits (ASICs) [9]. ASIC TDCs offer high performances but suffer 
from a high cost, slow time to market and limited reconfiguration possibilities. It is also 
worth noting that the ASIC solutions are not suitable for integration into reconfigurable 
digital designs mostly described in Hardware Description Languages (HDL). As a result, 
numerous solutions for implementing TDCs on FPGA circuits have emerged [10-15]. 
However, the most significant limitation of these architectures is the difficulty to predict 
the placement and routing delays as well as the time delay of the logic gates itself. The 
consequence of this inevitable hardware restriction is a non-stable resolution of the 
designed TDC [10]. 

In this chapter we aim to bring together and extend our previous works [16-18] in a more 
complete and unique document dedicated to introduce the design, the implementation as 
well as the characterization of a high performance TDC on a low cost FPGA. It is 
organized as follows: Section 11.2 overviews TDC’s families and introduces the structure 
of the studied TDC; Section 11.3 presents the proposed design methodology; Section 11.4 
gives a first case study showing the implementation of a 42 ps TDC on a cyclone IV 
FPGA; Section 11.5 deals with TDC characterization using Poisson Process Events as 
well as the presentation of a fast and efficient correction method; Section 11.6 illustrates 
with a second case study the use of the designed TDC for a fluorescence lifetime 
measurement based on TCSPC (Time-Correlated Single Photon Counting) and 
demonstrates the efficiency of the correction method at improving the transfer function 
linearity; Section 11.7 provides some final observations. 

11.2. Time-to-digital Converters Families and their Functioning Principle 

A TDC is an electronic system that measures the time interval between two occurring 
events of a given signal. Its main purpose is to convert temporal information to binary 
sequence understandable for a downstream processing chain. But there are different ways 
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to perform this operation that leads to different kinds of architectures which can be divided 
into two families: the first generation family based on ADC converters and the second 
generation family which is fully digital. This section will present the general operation 
principles of these techniques and introduces the chosen structure to be implemented and 
characterized in the following sections. 

11.2.1. First Generation of TDCs or Analog Time-to-Digital Converters  

The first generation TDCs convert the time into digital values in two steps. The first step 
consists of converting the time interval into an amplitude (voltage) using the Time-to-
Amplitude Converters (TAC). In the second step the obtained voltage is digitized by an 
Analog-to-Digital Converter (ADC). The operation principle is illustrated by Fig. 11.1 
bellow. To digitize the time interval to be measured (tm), two signal events are used to 
generate a pulse with the same time as tm [4]. The generated pulse is applied to an 
integrator which converts it to a voltage which is then digitized by an ADC. 

 

Fig. 11.1. Block and signal diagram of basic analog time-to-digital converter, e.g. [4]. 

The time-to-amplitude conversion is introduced in 1942 by Bruno Rossi to measure 
muons life time with a good precision but for military raisons it was withheld until 1946 
[19] [20]. This operation is carried out firstly by using vacuum tubes before to move to 
ferrite cores and finally CMOS circuits. 

The performances of Analog Time-to-Digital Converters strongly depends on that of the 
included ADC and on the integrator output noise. Indeed, to measure short time durations 
with a good precision it is necessary to use a high resolution ADC. However measuring 
long durations needs to increase further the ADC dynamic range. As a result, it is very 
difficult to digitize long time durations with a high precision that leads to a bad TDC 
resolution for high dynamic range time measurements [7]. This is the main weakness of 
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the first generation TDCs using a TAC associated with an ADC. We will see in the 
following subsection that fully digital TDCs don’t suffer from this limitation. 

11.2.2. Second Generation of TDCs or Fully Digital TDCs  

The need for increasingly high time resolution resulted in shifting to fully digital TDC 
architectures. The first idea is to use a counter with high clock frequency. The counting 
process is triggered by the signal to be measured. It starts by the first raising edge of the 
signal and it stops with its falling edge. Consequently, the time resolution is determined 
by the counter clock frequency. The resolution is as high as the clock frequency. However, 
the higher the frequency, the more energy-intensive the circuit. Moreover, the standard 
CMOS technology is not suitable for very high frequencies. For example, the maximum 
frequency achievable in 65 nm CMOS technology is around 5 - 10 GHz, leading to a time 
resolution of 100 ps at best. 

To overcome this limitation, one interesting and commonly used technique is the Nutt 
method allowing to measure, at the same time, long as well as short time intervals. Its 
principle is introduced in the following. 

11.2.2.1. Functional Principle of Digital TDCs or Nutt Method 

The technique presented by Ronald Nutt in 1968 is used to measure long interval times 
(up to 1 millisecond) with very high resolution (200 ps) [21]. For this purpose the Nutt 
method combines different time measurements with appropriate scale for each one. More 
precisely, it is composed of three blocks: two fine measurement blocks and a coarse one. 
The coarse one counts the number (N) of clock periods between start and stop signals, and 
the fine blocks evaluate the uncertainties, which are shorter than the clock period, on both 
sides of the time interval, as illustrated in Fig. 11.2. 

The time interval to be measured (Tm) is thus a combination of three individual durations: 
(1) TCoarse, which represents an integer number of clock periods, (2) TFine1, representing 
the time between the START signal rising edge and the first following clock rising edge, 
and (3) TFine2 which is the time between the falling edge of the measured interval and the 
following clock rising edge. According to this timing diagram, the measured time will be 
expressed as follows: 

 21 FineCoarseFinem TTTT  , (1) 

however, given the fact that:  

 clkCoarse TNT . , (2) 

we obtain the following expression: 

 21 . FineclkFinem TTNTT  , (3) 
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Fig. 11.2. Functioning principle of a generic TDC. 

In most situations the start signal can be synchronized with the main clock. As an example, 
in fast imaging systems we need to know the delay separating a photon emission by a laser 
diode and the detection of that photon by a Single-Photon Avalanche Diode (SPAD). So 
the START signal triggering the laser diode can be synchronized with the coarse counter 
clock. The STOP signal announces the detection of the photon by the SPAD. In those 
cases, the whole TDC can be reduced to a coarse counter associated to a fine TDC 
measuring TFine2. Consequently, the measured interval time will be given by: 

 2. Fineclkm TTNT  , (4) 

Since the coarse block is a simple counter incremented by the system clock, we will focus 
in the following sections on the implementation of the fine TDC. 

11.2.2.2. Structure of the Studied TDC 

As mentioned previously, there are different techniques of designing TDCs. In this work, 
we focus on the commonly used Tapped Delay Lines (TDL) architecture depicted in  
Fig. 11.3. 

A TDL TDC consists of N cascaded delay elements whose inputs are stored in D Flip 
Flops (DFFs). We would then have as many DFFs as there are delay elements. Therefore, 
each delay element associated with its DFF forms an elementary cell of the TDC. 

The number (N) of these elementary cells depends on the common DFF clock frequency 
(1/Tclk), as well as the propagation time of the delay element (td). This is given by the ratio 
of clock period to propagation time td. Since the value of td is not provided, it is determined 
experimentally. 
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Fig. 11.3. Tapped delay line TDC. 

11.3. Design of the Studied TDC  

11.3.1. Design and Validation of the Elementary Cell 

To implement the structure of the TDL TDC introduced above, the first idea that comes 
in mind is to design an elementary cell which will be replicated according to the desired 
line size. To do so, we can use a simple invertor as a delay element associated with a DFF 
as illustrated by Fig. 11.4. 

 

Fig. 11.4. Simple TDC elementary cell. 

However, implementing a TDC chain on an FPGA by replication of this cell leads to a 
simplified circuit entirely different from the desired function. Indeed, if the input signal 
Start_in and the output of the second TDC elementary cell signal Start_out have the same 
logic equation, the logic synthesis tool used (the software Quartus II in our case) will 
simplify the logical equation giving the output versus the input so that it saves place and 
time. The consequence is a bypass of the delay element of the TDC cell. 

To illustrate this phenomenon, we represent in Fig. 11.5 the RTL (Register Transfer 
Level) view resulting from the implementation of a simple TDC chain composed of four 
elementary cells. 
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It can readily be seen that, in spite of the presence of inverters, the software has simplified 
the logical equations. Consequently, all the inverted signals are grouped independently of 
the non-inverted ones. It is thus evident that this method is not suitable for designing a 
TDC on FPGA. Nevertheless, it is worth to notice that, if it is not possible to prevent the 
Quartus II software to optimize the data path, it is instead possible to create this path 
manually by operating directly on the logical resources of the FPGA. Indeed, the Quartus 
II Chip Planner tool allows physical access to logical resources available on the chip. 

 

Fig. 11.5. RTL view of the implementation of a simple 4-cells TDC. 

Using this tool, one can customize the configuration of the logic elements and impose the 
data path. However, the manual configuration of logic elements is tedious and time 
consuming in particular for systems with a certain complexity such as TDCs. 

Even if we can use this technique to implement a TDC on an FPGA, given the large 
number of logic elements to be configured individually, it is still difficult to set up. 
Moreover, the TDC chain size can vary from an application to another; it will be therefore 
preferable to automate the configuration so that the solution will be generic and adaptable. 
Hence, we propose an appropriate design methodology in the following section. 



Sensors and Applications in Measuring and Automation Control Systems 

 212

11.3.2. Proposed Design Methodology 

In order to provide solutions to the issues raised above, in this section we suggest an 
alternative approach to implement a TDC structure fulfilling the following needs: 

- Avoid the software data path simplification; 

- Increase TDC resolution by reducing the propagation time through delay elements; 

- Automate the elementary cells set-up process to optimize the design time and enable the 
development of generic and adaptable structures; 

- And use a low cost FPGA target to implement the TDC.  

This method relies on i) using adders as delay elements, ii) using the Carry Chain Logic 
of the FPGA, and iii) using the Chip Planner tool. 

11.3.2.1. Using Adders and Carry Chain Logic 

The implementation of digital circuits on FPGA targets depends on the architecture of the 
logical resources of the target. In this work, we are aiming to use a low cost FPGA from 
Altera Cyclone family. The selected target is the Cyclone IV (EP4CE55F23C8) based on 
the logic element shown by Fig. 11.6 [22]. 

 

Fig. 11.6. Cyclone IV logic element structure. 
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The Cyclone IV logical element, provides a dedicated path for fast carry propagation. The 
role of this carry chain is to use specific fast paths for carry propagation instead of general-
purpose routing network. Doing so, allows us to drastically optimize the propagation time. 
This is ideal for the enhancement of the TDC resolution. Moreover, it allows harmonizing 
the delays of the TDC elementary cells.  

The problem is that customized handling of carry chains is reserved to high performance 
FPGAs such as the Stratix family from Altera whose cost is outstandingly high. However, 
it is possible to configure the Quartus II synthesis tool to optimize speed. In this case, the 
synthesis tool uses the carry chain logic automatically when synthetizing an HDL model 
involving adders. 

It is therefore possible to use the carry chain logic to minimize and harmonize propagation 
delays for components involving adders. It is precisely the idea that is exploited here to 
design TDC elementary cells based on simple adders. This was done by developing a 
simple behavioral VHDL model for an adder with a customizable number of elementary 
cells. The number of cells depends on the data length modeled by a generic parameter 
called DATA_WIDTH. The whole model is given by Fig. 11.7. 

 

Fig. 11.7. Adder VHDL model. 

The fine TDC using adders can be performed by: (1) applying the TDC input signal STOP 
to the carry input signal (cin) of the adder, and (2) choosing values for adder operand 
inputs (a and b) so that an output carry is generated (cout=‘1’) if input carry is equal to 
‘1’. The output carry is then an exact replication of the input carry delayed by a 
transmission time through the cell. To do so, we simply set all the bits of the first operand 
to ‘1’ and the bits of the second operand to ‘0’. For each bit (i) the arithmetic sum a(i)+b(i) 
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gives ‘1’. When the input carry is activated (cin=‘1’) by the TDC input signal (STOP), 
the arithmetic sum a+b+cin gives ‘0’ and the carry output moves to ‘1’. 

Fig. 11.8 illustrates the implementation of one elementary cell of a TDC by a logic element 
of the Cyclone IV target. The adder cell is obtained by the look up table (LUT) and the 
DFF by the sequential configurable output register. 

 

Fig. 11.8. Implementation of a TDC elementary cell by a logic element. 

Theoretically, to obtain a TDC chain similar to the TDL structure shown by Fig. 11.3, it 
is sufficient to duplicate the structure of Fig. 11.8 as often as necessary to reach the desired 
number of cells. However, when implementing such a chain on the FPGA, some DFFs of 
the TDC elementary cells are dissociated of their corresponding 1-bit adder cells even if 
the data path is perfectly respected. This phenomenon occurs randomly and leads to the 
placing of the DFF and the delay element of the same TDC’s elementary cell in different 
logic elements, as shown in Fig. 11.9. 

 

Fig. 11.9. Random placing of DFFs on the chip. 

The direct consequence of component misplacing is that the time delay is no longer 
identical for all cells. This inevitably generates unpredictable artifacts. To ensure a reliable 
operation, it is necessary to overcome this problem by constraining the placement tool to 
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bring together the components of the same cell in the same logic element. This is the 
purpose of the next section. 

11.3.2.2. Using Chip Planner 

Fast imaging systems require TDC’s capable of measuring very short time durations. It is 
therefore necessary to master all of the signal propagation delays through the cells as well 
as the routing network. 

As we have seen in the previous section, unconstrained automatic implementation of a 
TDC on an FPGA usually leads to an inhomogeneous and irreproducible structure. 
Consequently, the measurement results are tainted by these uncertainties. Therefore, it is 
necessary to control the exact physical location of TDC cells on the chip. 

This could be achieved by using the Chip Planner tool provided by Altera which, 
according to the user's needs, allows to specify given implementation regions on the chip 
for blocks constituting the whole system. In addition, it supports incremental compilation 
to preserve the well-implemented parts and reduce the compilation time. This operation 
takes place in three distinct steps: 

- Creating Design Partitions: the first step consists of dividing the design in individual 
partitions according to system complexity as well as user needs. 

- Defining logic regions: after partitioning the design, it is necessary to define logical 
zones that will be associated to the partitions. This allows individual compiling and 
optimizing of each region. The tool used to perform this operation is LogicLock Region 
(LLR) within Chip Planner. 

- Physical assignment of logic regions: in order to physically preserve the logic regions 
defined in the previous step, by means of the LLR tool, physical regions of the chip are 
assigned to implemented partitions. 

The physical delimitation of regions permits to constrain the placing and root tool to put 
partitions in their specified regions defined by the user. This allows not only avoiding the 
random placement of certain DFFs away from their associated delay elements, but also 
implementing the concerned partitions as close as possible to input signal pins (HIT and 
STOP). The purpose of the latter operation is to reduce the propagation delays of input 
signal to the intended blocks. For illustrative purposes, we represent on Fig. 11.10 the 
assignments of physical allocations of the partitions defined using LLR and a close-up 
view of the layout of a 16-cells fine TDC on Fig. 11.11. 

The TDC fits perfectly within the reserved region that would be assigned to it. 
Consequently, the DFF and the delay element of each TDC elementary cell are now 
implemented by the same logic element. The transmission delays are then identical for  
all cells. 
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Fig. 11.10. Layout of implemented partitions of a TDC. 

 

Fig. 11.11. Physical implementation of 16-cells TDC. 

11.4. Implementation of a 42 ps TDC on a Cyclone IV FPGA 

In this section we apply the above methodology to a realistic case. After introducing the 
experimental conditions, we present a robust encoder capable of detecting failure 
sequences, than we discuss the effect of constraining cell placement by using the Chip 
Planner tool, and finally we develop improved results obtained by overcoming a hardware 
limitation of the used FPGA design kit. 
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11.4.1. Experimental Measurement Conditions 

The proposed TDC design has been implemented within the Cyclone IV 
(EP4CE55F23C8) FPGA target. The coarse counter clock is 200 MHz, i.e., the clock 
period is 5 ns. The delay line for the fine TDC, based on carry chain adder architecture, 
comprises 128 cells in order to cover a dynamic range of more than 5 ns. The signal that 
needs to be measured propagates through the delay chain, until the FPGA clock disables 
the DFFs to block their outputs and then memorizes their states. The value of these DFFs 
describes the time spent between the signal STOP and Clock.  

The data is then transmitted to a USB port via an FTDI FT232H operating in parallel mode 
with transfer rates reaching up to 40 Mbyte per second. To acquire data measurements, 
we developed a specific application using the LabVIEW software. 

In order to reduce the size of the data transmitted to the USB port, we developed a VHDL 
model of a specific encoder converting the 128 bits to a one byte data. Moreover it filters 
potential errors. The functioning of the latter is described in the Section 11.4.2. 

All the blocks are summarized in Fig. 11.12 showing the synoptic view of the whole 
system. 

The TDC has been characterized on its whole dynamic range, i.e. from 0 to 640 ns with a 
5 ps step. A Stanford research DG 645 digital delay generator has been used to generate 
the START and STOP signals with a temporal jitter below 25 ps rms. 

 

Fig. 11.12. Synoptic view of the implemented TDC system. 
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11.4.2. Encoding Fine Counter Output Binary Stream 

As described previously the output binary data stream of the fine counter, representing the 
measured time, is applied to an encoder. The latter prepares the data before saving it into 
a FIFO (First in First Out) memory. Indeed, at the output of the delay chain, data are 
presented as a string made of zeros (‘0’) on the left and ones (‘1’) on the right. The 
encoder’s role is to count the number of consecutives bits switched to ‘1’ and generate the 
corresponding 8-bit binary code. So the first idea is to use a simple priority encoder to 
detect the position of the most significant bit moved to ‘1’ and gives the corresponding 
binary code. To illustrate this we show on Fig. 11.13 the example of a 16-cell TDC output 
when half of the cells were crossed by the measured signal. In this case the input of the 
encoder is “0000000011111111”, thus yielding “1000” at the output.  

 

Fig. 11.13. The theoretical string FOR 16-cells TDC. 

However, the problem with such an approach is that, because of manufacturing variations, 
such as setup time mismatch, flip-flops located further in the delay chain can sometimes 
react earlier or vice versa. Consequently, the TDC output can be erroneous as illustrated 
by Fig. 11.14 where the input of the encoder may be set to “0000001011111111” for the 
same delay as in Fig. 11.13 because a flip flop presents a shorter setup time and thus 
detects the data prematurely. In this case, the output of the encoder will be wrong, i.e. 
“1010” here instead of “1000”. 

 

Fig. 11.14. Illustration of potential errors in the data string. 
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To overcome such errors we designed a robust encoder which, in addition to encoding the 
128 bits in one byte data, it detects failed measures due to the flip-flops setup and hold 
times mismatches. The method adopted here is to detect ‘011’ sequence instead of ‘01’. 
Hence all the sequences including ‘1’ between two or more zeros (‘0’) are identified as 
wrong behavior of the corresponding DFF, and thus ignored. This method is more robust, 
and generates the correct output even if a wrong code appears as illustrated in Fig. 11.15. 

 

Fig. 11.15. Correction of potential errors by the encoder. 

11.4.3. Effect of Constraining Cell Placement by the Chip Planer Tool 

To show the effect of constraining cell placement by the Chip Planner tool we report on 
Fig. 11.16 the detail of the unconstrained and constrained fine TDC measurements 
between two reference clock edges, on a range of 5 ns. 

 

Fig. 11.16. Responses of Fine unconstrained and constrained TDC. 
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The unconstrained fine TDC response (blue) shows a large discrepancy of the LSB (Last 
Significant Bit) value indicating that some DFFs have been randomly placed. The 
resulting large steps make the unconstrained fine TDC unusable for sub nanosecond 
timing. Consequently, the use of the Chip Planner tool as described in section III is 
mandatory to obtain the behavior of the constrained fine TDC represented by the green 
curve. A linear fit is then used to assess the LSB value of the fine TDC which is given by 
the inverse of the linear fit slope, i.e. 41.5 ps in this study case. 

11.4.4. Jitter, INL and DNL Evaluation 

The noise in the fine TDC response shown in Fig. 11.16 is due to the jitter which adds 
uncertainty on each measurement. It can be evaluated by computing the standard deviation 
of a set of measurements at a given fixed delay between the START and STOP signals. 
The jitter depicted in Fig. 11.17 has been characterized for different delays corresponding 
to a given signal propagation along the fine TDC line. As each fine TDC elementary cell 
adds its own jitter [23], the global jitter will then increase as a square root of the number 
N of cells as given by the following expression: 

 N.22   , (5) 

where α is the initial jitter present at the input of the first cell and β the single cell jitter.  

 

Fig. 11.17. Jitter measurement according to the elementary level, the jitter increases as the signal 
propagates along the fine TDC cells. 

A curve, following this law is fitted on the jitter profile to underline the jitter’s variation 
relationship in the delay line. The extraction of this parameters leads to an initial jitter α 
of 62 ps rms and a single cell jitter β of 5.8 ps rms. The accumulated jitter across the fine 
TDC delay line leads to a mean jitter of 90 ps rms. Thus, the line length (N) has to be kept 
as low as possible in order to obtain the best accuracy. This can be done by using the 
fastest achievable frequency for the coarse counter. 
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The Integral Non Linearity error (INL) and the Differential Non Linearity (DNL) have 
been measured over the entire range of the TDC. For illustrative purposes, the results from 
a delay of 0 to 160 ns are represented by Fig. 11.18 hereafter. It can be seen that, the 
implemented system shows an INL of 132 ps rms and a DNL of 50 ps rms. The static 
periodicity of the INL is arising from the Tapped Delay Line, but the additional jitter noise 
is still observable on this measurements and has a strong negative impact on the INL and 
DNL errors. 

 

Fig. 11.18. INL and DNL errors of the implemented TDC over a range of 160 ns. 

To determine the origin of the high jitter we investigated the effect of the FPGA 
input/output buffer delays, the FPGA oscillator frequency and the USB communication 
interface. Finally, we find that most of the jitter arises from an electrical noise present on 
the 1.2 volt core FPGA power supply. Indeed, to generate this voltage the used FPGA kit 
uses a switching DC/DC converter which presents a periodic noise of about 10 millivolts 
rms at a frequency of a tens of kHz. A modification of the power supply of the FPGA 
macrocell is affecting its propagation time and in this case, the propagation time 
modification is amplified by the number of chained elements at a given position of the 
tapped delay line. To overcome this limitation the provided power supply has been 
unsoldered and replaced by an external linear regulated power supply generator. The new 
measurements of jitter, INL and DNL are reported on Fig. 11.19 and Fig. 11.20. 

It can readily be seen that the mean jitter is improved and reaches 26 ps rms which is 
mostly due to the delay generator Stanford DG 645 used to make the measurement. The 
periodic behavior of the jitter is due to the transition between two slices of the tapped 
delay line. The jitter is no longer increasing with the position of the delay cell within the 
tapped delay line indicating that the elementary delay cell jitter β is negligible in regards 
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of the initial jitter α of 26 ps rms of the Stanford generator. As a result, we can conclude 
that thank to a clean main FPGA core supply voltage a jitter performance much better than 
the bin size can be obtain, insuring a very good measurement. 

 

Fig. 11.19. New Jitter measurement after replacing the switching DC/DC power supply core  
by a DC regulated power supply. 

 

Fig. 11.20. New INL and DNL errors of the implemented TDC over a range of 8 ns after 
cleaning the FPGA core supply voltage. 

The INL and the DNL are reduced to 22 ps rms and 13 ps rms, respectively. The spikes 
visible in the INL at 3100 and 8100 ns correspond to the toggle of a coarse counter bit. 
Once again, these measurement are showing a periodicity due to the taped delay line 
length of 5 ns. 

0 20 40 60 80 100 120
0

10

20

30

40

50

Elementary TDC cell

Ji
tt

er
 (

ps
 r

m
s)

0 1000 2000 3000 4000 5000 6000 7000 8000
-100

-50

0

50

100

Time (ps)

IN
L 

(p
s)

0 1000 2000 3000 4000 5000 6000 7000 8000
-20

-10

0

10

20

Time (ps)

D
N

L 
(p

s)



Chapter 11. Design, Implementation and Characterization of Time-to-Digital Converter on Low-Cost FPGA 

 223 

11.5. TDC Characterization and Correction with Poisson Process Events  

In this section we aim to present a correction method that improves the transfer function 
linearity of any TDC independently of its structure and its material implementation. So it 
is evident that this technique focuses on downstream TDC data post processing. The first 
step of this technique is the characterization of the TDC thus we begin by developing the 
characterization approach before presenting the proposed correction method. 

11.5.1. TDC Characterization 

The TDC characterization with Poisson Process Events approach consists in measuring a 
perfectly uniform distribution of temporal events in order to evaluate the accuracy of all 
the TDC bins. By bin accuracy, we mean the temporal size of each bin. Indeed, if a bin of 
the TDC is temporally larger than it should be, it gathers more events from the uniform 
distribution and thus the total count of this bin is higher. Conversely, a smaller bin shows 
a total count proportionally lower than expected. A perfect generator of random 
uncorrelated events is a SPAD that detects photons generated by a “continuous wave” 
(CW) light source such as a battery-powered Light-Emitting Diode (LED). Indeed, the 
single photon detection is well known to be an ideal Poisson Process which is completely 
uniform and uncorrelated. As a reminder The Poisson distribution is a discrete probability 
distribution that expresses the probability of events occurring in a fixed interval of time if 
these events occur with a known average rate and independently of the time since the last 
event.  

In an experiment where the start events are given by the single-photon detection events 
provided by a SPAD under weak CW illumination and the stop event are given by a 
regular independent clock signal (of arbitrary frequency), an ideal TDC should display the 
exact same photon counting probability per time bin. Hence the corresponding distribution 
of detection times with respect to the reference clock should yield a flat histogram. If a 
default appears on the TDC chain, the error is temporally static. This means, that if the 
measurement is done several times the same error will occur every time and a Fixed 
Pattern Noise (FPN) will appear on the measured histogram. More precisely, in a given 
experimental realization, due to the Poisson statistics, the effective number N of counts 
per bin is affected by the so-called photon shot noise which is a noise of amplitude sqrt(N) 
rms leading to a relative noise on the bin value of: 

 
NN

N 1
 , (6) 

Thus one must ensure that the detected FPN is not due to the random noise of the 
measurement by checking that its value is well above sqrt(N) . 

For example, the histogram displayed in Fig. 11.21 results from a 10 seconds acquisition 
under a photon counting rate of 1800 kHz with the FPGA-based TDC described in [17] 
with a temporal resolution of 89 ps over a range of 40 ns. The measured FPN is obtained 
by the detection of a large number of non-correlated Poisson events generated by a SPAD 
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illuminated with CW light. This signal should be flat for an ideal TDC. In the specific 
case of this TDC, the fine counter is a Tapped Delay Line made of 56 elementary delay 
cells of 89 ps for a total length of 5 ns. This fine TDC counter is thus periodically 
reinitialized every 5 ns when the coarse counter is incremented. Hence the overall FPN of 
the TDC is the periodic repetition of the FPN characterizing the 5-ns-long tapped delay 
line used for the fine TDC counter. Fig. 11.22 displays a zoom in this 5-ns long FPN motif. 

  

Fig. 11.21. TDC FPN measured over a range of 50 ns. 

The overall photon accumulation time is large enough that the uncertainty sqrt(N) due to 
Poisson statistic on the average number N of photons per bin becomes much less than the 
detected variation of N from bin to bin, i.e. the FPN amplitude (see Fig. 11.22). Hence, 
the observed FPN comes from the delay mismatch of the tapped delay line used for the 
fine TDC counter. 

 

Fig. 11.22. Zoom on the 5 ns time laps corresponding to the 15-20ns time window of Fig. 11.21.  

Another method for Poisson process events generation using a SPAD is to exploit the 
photodetector dark count rate (DCR) originating from thermal activation at ambient 



Chapter 11. Design, Implementation and Characterization of Time-to-Digital Converter on Low-Cost FPGA 

 225 

temperature. Fig. 11.23 displays the FPN histogram characterizing the fine counter, upon 
accumulating dark counts over 10 minutes when the SPAD is maintained in complete 
dark. The dark count rate is 250 Hz in this case. We note that the FPN is very similar to 
that of Fig. 11.22, as expected, since it is a property of the TDC, independent of the process 
(light or dark counts) generating the Poisson distributed events. The slight differences are 
consistent with the physical shot noise of about 100 count rms in the second measurement. 
Consequently, the FPN characterization with a CW light source is much faster (higher 
counting rate) and therefore preferred. Other light sources like day light and neon light 
(100 Hz frequency) have been tested yielding the same FPN histogram. 

 

Fig. 11.23. TDC FPN histogram measured from the dark counts generated by the SPAD. 

The above FPN measurement can be used to retrieve the TDC transfer function without 
the need of a complex delay generator. As mentioned before, because we detect Poisson 
process events, if a bin of the TDC is temporally larger than the mean bin width, its 
number of counts is increased in the same proportion. Consequently, the absolute time 
TDC transfer function can be extracted from the number of counts in the TDC bins with: 
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where Ti is the actual duration of each individual TDC bin, bini is the number of events 
detected in bin number i, T is the total time range and M is the total number of TDC bins 
in the time range T. The extracted transfer function of the TDC over the 5-ns time range 
of the fine counter is presented in Fig. 11.24. The linear fit allows characterizing the 
Integral Non Linearity of the TDC, which is the residual of the fit, shown in Fig. 11.24. 
The results obtained with this method are consistent with the measurements reported in 
[17]. 
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Fig. 11.24. Transfer function and INL of the 5-ns-long TDL of the TDC fine counter  
described in [17]. 

11.5.2. Correction Methodology 

The FPN evidenced in Fig. 11.21 being a systematic bias, it will also affect histograms 
recorded in TCSPC experiments as well as in any other application of the TDC. However, 
it can be used to define a scaling factor for each bin so as to correct, by post-processing, 
the TDC transfer function. This factor is simply the deviation of the count number of each 
bini during the calibration process described previously of the reference FPN histogram 
relative to the average value (red line in Fig. 11.22), such that the corrected bin count binci 
is given by: 
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 , (8) 

where M is the total number of TDC bins and binmi is the raw data without correction. 
The correction applied to the FPN histogram leads to a completely flat histogram, by 
construction. Note that this method is not applicable with the missing code of the TDC 
that are reporting a null or even very close to zero density as the division will lead to 
infinity or to an amplification of the noise of the close to zero bin. 
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11.6. TCSPC Measurement of Fluorescence Lifetime  

In the following, the characterized TDC is used in a TCSPC experiment to measure the 
fluorescence lifetime of fluorescein dissolved in water buffered at pH = 7.4. A picosecond, 
405-nm laser pulse [24] excites the fluorescence. The fluorescence signal is detected by a 
SPAD and the arrival time of individual photons relative to the previous laser pulse is 
measured and stored by the TDC on the FPGA board. Fig. 11.25 shows the raw data, 
therefore displaying the same FPN evidenced above: the imperfect transfer function of the 
TDC creates a static pattern (FPN) at the origin of the periodic glitches in the raw 
histogram. The 5-ns periodicity of the FPN is clearly seen also in this data. 

The same data are post-processed by applying to each bin count the correction factor 
introduced above, and the corrected data are plotted in Fig. 11.26. The FPN is suppressed, 
and the extracted fluorescence lifetime is 4.19±0.02 ns, in very good agreement with the 
expected value for fluorescein at pH=7.4 [25]. 

 

Fig. 11.25. Fluorescence decay  
without correction. 

Fig. 11.26. Fluorescence decay  
with correction. 

11.7. Conclusion 

This chapter proposes a global methodology to design and implement Time-to-Digital 
Converters on low-cost FPGA targets. It presents how to use different tools to enhance 
the TDC resolution by reducing propagation delays through the connection network as 
well as the logic gates themselves. First, the use of adders as delay elements, to benefit 
from a dedicated carry chain logic path, is presented. Then the chip planner is taken 
advantage of, to constrain the placing and root tool to put the partitions of the system in 
user specified physical regions. This is central in mastering of propagation delays and 
consequently improving the resolution and the stability of the TDC. 
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The proposed methodology is applied to design and implement a TDC with a resolution 
of about 42 ps on a Cyclone IV FPGA. The implemented TDC presents a jitter of only 
26 ps rms, and the DNL and INL has been measured to be 22 and 13 ps rms, respectively. 

In addition, we introduces a fast and efficient correction method to improve the transfer 
function linearity of either ASIC or FPGA Time-to-Digital Converters. The approach is 
based on the measurement of a large number of Poisson process events generated by a 
simple SPAD lightened by a continuous wave light source. Importantly, it allows 
measuring the TDC transfer function without the need of any expensive delay generator 
to calibrate the device. The proposed correction is a post process operation, and thus can 
be implemented for any type of TDC. Its efficiency is demonstrated in a real TCSPC 
experiment. The function transfer correction method is simple, fast, efficient, and does 
not require hardware modification of the TDC. 

The highlighted results in this chapter are very promising, not only because they are 
suitable for domains requiring high performances, but also because they are achieved by 
using a low-cost FPGA family which opens the door to a broader use in a great amount of 
fast application fields. 
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Chapter 12 
New Approaches to Extend Lifetime in 
Wireless Sensor Network Based on Optimal 
Placement of Sensor Nodes and Using Duty 
Cycle Technique 

Diery Ngom, Pascal Lorenz, Bamba Gueye1 

12.1. Introduction 

Wireless Sensor Networks (WSN) are kind of wireless networks including many sensors 
node which can be deployed rapidly and cheaply over a geographical region of interest, 
and thereby they can be used for different purposes such as environment monitoring, 
wildlife habitat monitoring, security surveillance, industrial diagnostic, agricultural of 
precision, improve health care, etc.  

Optimizing the network lifetime, minimizing the number of active nodes, maintaining full 
coverage of the monitored region, and providing optimal network connectivity are critical 
issues in WSN. These issues are usually conflicting and complementary in many WSN 
applications such as monitoring critical region, wildlife habitat monitoring, agricultural 
application. For these applications, a full coverage of the monitoring region and good 
network connectivity are mandatory as well an energy-awareness network lifetime. 

We present in this chapter a new Medium Access Control Scheduling Algorithm (MAC-
SA) to optimize these four issues simultaneously. Therefore, the geographic distribution 
of sensor nodes takes into account coverage and network connectivity constraints. The 
optimal placement of sensors based on square grids, and the ON/OFF scheduling 
approaches based on duty cycle techniques enable to reduce the energy consumed by 
sensors nodes. Furthermore, MAC-SA algorithm allows a full coverage of the monitored 
region and ensures optimal network connectivity. Firstly, we design and validate MAC-
SA analytically. Secondly, by extensive simulations we show that MAC-SA significantly 
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reduces the number of powered ON sensors, and thus the energy consumed during data 
transport by up to 30 %. 

12.2. Related Works 

Network lifetime, placement methods, coverage, and network connectivity problem are 
important issues in WSN. A lot of works have been done in recent years by the researchers 
for addressing these issues. In this Section, we present and discuss some of the most 
important works proposed.  

Akewar, et al. [1] discuss the different deployment strategies such as forces, 
computational geometry and pattern based deployment. These surveys are good 
references to have an overall view of coverage and connectivity issues in WSN. However, 
they don’t address the lifetime issues in their study. 

With the same goal, Ankur, et al. [2] presents different placement strategies of sensors 
nodes in WSN taking into account the lifetime issues. They note that the most objective 
of placement techniques have focused on increasing the area coverage, obtaining strong 
network connectivity and extending the network lifetime. 

A more study of coverage and connectivity issues in WSN are presented in a survey by 
Khou, et al. [3]. In this survey, the authors motivate their study by giving different use 
cases corresponding to different coverage, connectivity, latency and robustness 
requirements of the applications considered. They present also a general and detailed 
analysis of deployment problems in WSN. In their analysis, different deployment 
algorithms for area coverage, barrier coverage, and coverage of points are studied and 
classified according to their characteristics and properties. Note that, this survey is good 
references to have an overall view of coverage and connectivity issues in WSN. However, 
note that in their survey the network lifetime problem are not addressed while this problem 
is often in conflict with the coverage and connectivity problems.  

Zhu, et al. [4] address the issues of coverage, connectivity, and lifetime in WSN; and they 
distinguish two coverage problems: static coverage and dynamic coverage. After the study 
of coverage problem, they propose a scheduling mechanism for sensors activities in order 
to reduce the energy consumption in the network and they analyze at the same time the 
relationship between coverage and network connectivity. Nevertheless, note that 
placement problem is not study and take account in their proposal. With the same goal, 
another approach which take account the sensors placement method based on territorial 
predator scent marking behavior is proposed by Abidin, et al. [5]. The main goals of their 
proposal are: to achieve maximum coverage, to reduce the energy consumed and to 
guaranty network connectivity. However, note that in their approach the full coverage of 
the monitored region is not guaranteed. Also in this context,  

Mulligan, et al. [6] present different coverage protocols that try to maximise the number 
of sensor which put into sleep mode while guaranteeing k-coverage and network 
connectivity. 
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Singaram, et al. [7] present also a recent study in which they propose a self-scheduling 
algorithm that extends the network lifetime while minimizing the number of active 
sensors. Note that in these two studies, connectivity issues are also not addressed by these 
authors. A recent survey for sensors lifetime enhancement techniques in WSN is presented 
by Ambekar, et al. [8]. Nevertheless, as some previous authors in the related works, 
coverage and connectivity issues are not addressed by these authors. In the same purpose, 
existing surveys introduce basic concepts related to coverage and connectivity. 

Ghosh, et al. [9] classify coverage problems as coverage based on exposure and coverage 
exploiting mobility. Area coverage, point coverage and barrier coverage is another 
classification proposed in detailed by respectively Fan, et al. [10] and Wang, et al. [11]. 
With the same goal, Zhu, et al. [12] distinguish two coverage problems: static coverage 
and dynamic coverage. They also propose a study of sleep scheduling mechanisms to 
reduce energy consumption and analyze the relationship between coverage connectivity. 
However, placement strategies of SN and lifetime problems are often missed in their 
surveys. 

With the same goal for optimizing the network lifetime in WSN by scheduling the sensors 
activities, more energy efficient MAC protocols based on duty cycle are developed. In 
fact, the duty cycle approach is the main feature of synchronous and asynchronous MAC 
protocols where any node can alternate between active and sleep states in order to save its 
energy. In this approach, nodes can only communicate when they are in active state. In so 
doing, several MAC protocols such as “S-MAC”, “T-MAC”, “B-MAC”, “X-MAC” and 
“RI-MAC” based on duty cycle approach were proposed in [13-15] by respectively Kaur, 
et al., Kakria, et al. and Ullah, et al. 

In S-MAC (Sensor MAC) [13], nodes alternates between active and sleep periods. During 
active periods, the node radios are turned ON to communicate and during sleep periods 
the node radios are turned OFF to save energy. Nodes establish and maintain 
synchronization in order to choose common fixed active periods. The active period is 
divided into two sub-periods for exchanging synchronization packets (SYNC packets) and 
DATA packets. Each node is assigned a radio ON/OFF schedule. A node, after deploying, 
waits for one cycle of active and sleep period to receive existing network schedule. If a 
SYNC packet is found then it accepts the schedule carried by the SYNC packet otherwise 
it uses its own schedule. S-MAC saves energy by reducing idle listening with sleep 
schedules. However this protocol has some limitations. Firstly, nodes broadcast their 
schedule to all neighbor nodes using the SYNC packet; so that this mechanism is not 
efficient in energy consumption. Secondly, all the border nodes incorporate the schedules 
and keep their radios ON during all of the active periods. Thirdly, predefined and constant 
sleep and listen periods is a reason for reduced efficiency of S-MAC under variable traffic. 

T-MAC (Time-out MAC) [13-14] extends S-MAC and provides several improvements. 
In T-MAC, the S-MAC limitations were overcome by including an adaptive duty cycle 
when the length of the active period is varied according to traffic. Each node predicts 
channel activity during an active period so that it can adjust the length of its current active 
period. Another improvement consists to maintain node in active state during a time-out 
in order the node can continue to transmit packets in a burst. T-MAC significantly 
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increases the network lifetime by downsizing the length of the active periods and by using 
traffic indicators at the beginning of the active periods, nodes determine when to remain 
active or to switch in sleep period. However, such as S-MAC in this protocol nodes 
broadcast their schedule to all communication neighbors using the SYNC packet. Thus 
this mechanism is not efficient in energy consumption and is not suitable in a network 
with redundancy coverage. Another default of this protocol is the over-listening problem 
as a node, even if he is not involved in the communication must remains active for a period 
of time-out. 

B-MAC (Berkeley MAC) [14] adopts the famous technical LPL (Low Power Listening). 
In this technical the nodes periodically switches between active and sleep state. The active 
state is usually very short, just allows the node to sampling the channel. When a node 
wakes up, he lights his radio and checks the state of the channel (CCA: Clear Channel 
Assessment). If there is no activity, then it goes back to sleep state. Otherwise, it remains 
active to receive packets. After the reception, the node returns to the sleep mode. For the 
transmitter, each transmission of a packet is preceded by the transmission of a long 
preamble. The size of the preamble should be longer than the wake up interval to make 
sure it can be detected by a receiver (next hop). In this way, the receiver is notified to 
receive the data packet. B-MAC provides good energy efficiency and the active period of 
each receiver may be adjusted depending on the load of the transmitter. It is therefore with 
dynamic duty-cycle and self-adapting to the change of the traffic. B-MAC also provides 
a high level interface for reconfiguring the sleep interval to find a good compromise 
between power and network throughput. Since B-MAC uses CSMA/CA for the medium 
access, it suffers flow problem at the high load due to the collisions and the random 
backoff periods necessary to avoid these collisions. Such as S-MAC, another problem of 
B-MAC is the over-listening of the preamble by all neighbor nodes because even if the 
packet is intended only for a particular node (next hop), all other neighbor nodes must still 
active to listen preamble; so that, a lack of efficiency is noted in term of energy consumed. 

X-MAC [15] is an improvement of B-MAC to solve the over-listening problem. Instead 
of transmitting a long preamble, X-MAC divides it into a series of small packets preamble, 
each of them containing the receiver's address packet to be transmitted. Time intervals are 
inserting between these packets preamble and thus allow the destination node to send an 
acknowledgment (ACK) when it receives one of these preambles packets. Once the 
transmitter receives the ACK, it knows that the next hop node is awakened and stops 
sending suites preamble packets and immediately sends the packet to the receiver. As B-
MAC, X-MAC also provides self-adjustment of the sleep interval according to variation 
of the traffic. Compared to B-MAC, X-MAC improves energy efficiency and reduces the 
time using the shortcut preamble. However as explained above, X-MAC may choose only 
one next hop (router) to move the packet to its destination, even if there are multiple paths 
in the network whose exploitation could make robustness in the transmission. Another 
limitation of X-MAC is the low flow problem. Indeed when the load is high this remains 
no resolved due to the use of CSMA/CA mechanism for the medium access. 

In RI-MAC (Receiver-Initiated MAC) [14], it’s the receivers which initiate data 
transmission technique. In this transmission technique, the sender remains active and 
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waits silently until the receiver explicitly signifies when to start data transmission by 
sending a short beacon frame. As only beacon frame and data transmissions occupy the 
medium in RI-MAC, with no preamble transmissions as in LPL technical used in B-MAC 
protocol; occupancy of the medium is significantly decreased, so that other nodes can 
exchange data. The receiver-initiated design in the RI-MAC not only substantially reduces 
overhearing, but also achieves lower collision probability and recovery cost. Therefore, 
RI-MAC significantly improves throughput and packet delivery ratio, especially when 
there are contending flows such as bursty traffic or transmissions from hidden nodes. In 
this protocol, the nodes are scheduled to wake up periodically to verify if any data packets 
are intended for them. They send out a beacon frame, which is picked up by an awakened 
sensor node that has pending data packets to send. After receiving the beacon the sender 
node starts transmitting the data packets. On the reception of these, the receiver node sends 
an ACK beacon. The ACK beacon plays a dual role; first to acknowledge the reception of 
the data packet and second to ask for more data packets if any from the same node.  
In RI-MAC, medium access control among senders that want to transmit data frames to 
the same receiver is mainly controlled by the receiver. This design of RI-MAC makes it 
more efficient in detecting collisions and recovering data frames that are lost than B-MAC 
and X-MAC where the senders are hidden to each other. As a receiver expects incoming 
data only RI-MAC reduces overhearing within a small window after beacon transmission. 
With the lower cost for recovering lost data frame and detecting collisions, RI-MAC has 
higher power efficiency even when the load of network increases. However, as the 
previous MAC duty cycle protocols presented, RI-MAC suffers some default. Indeed, 
where there are several transmitters, the collision can occur in this protocol. 

Even if these MAC protocols are efficient in term of energy consumption, they suffer 
some common limitations. Indeed, in almost of these protocols, the nodes broadcast their 
schedule to all neighbor nodes using the synchronization packet; so that a lack of 
efficiency is noted in term of energy consumed. Note also that the scheduling approaches 
used in almost the MAC duty cycle protocols described above are not suitable in a network 
with redundancy coverage; due mainly to the broadcast of synchronization and data 
packets by the senders to all communication neighbors’ nodes and the retransmission 
packets. 

Furthermore, Boulis [16] proposes the “TunableMAC” protocol based also on the duty 
cycle approach. As in other MAC protocols note that, in TunableMAC the CSMA/CA 
mechanism is used for the medium access. It is worth noticing that with this protocol all 
the nodes are not aligned in their active period, so that each sender transmit an appropriate 
train of beacon frames to wake up potential receivers before transmitting each data packet. 
Thus with respect to this mechanism, all neighbour that act as potential receivers of a 
given sender will be awakened when they received the beacon frame from the sender. 
Therefore, a lack of efficiency is noted in term of energy consumed. However, 
TunableMAC is very flexible and can be used to make comparisons with new MAC 
algorithms developed for WSN. 
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12.3. Proposals for New Strategies to Optimize Lifetime in WSN with 
Respect to Coverage and Network Connectivity Constraints 

In this Section, we present in the first time different analytical models such as coverage, 
communication channel, sensing, connectivity and energy consumption in WSN based on 
the related work. Note that, these models are adapted according to our study. Secondly, 
we have made proposals that are articulated in two levels: 

1. The placement of sensor nodes, we have set up a new deterministic placement strategy 
for sensor nodes that reduces the number of sensors necessary sensors to ensure the full 
coverage of a given region, and provides optimal network connectivity. This placement 
model is presented in Section 12.3.2. 

2. The MAC layer, we have implemented a new distributed scheduling algorithm called 
MAC-SA (Medium Access Control Scheduling Algorithm), based on our placement 
model and using duty cycle technique. MAC-SA optimizes the energy consumption of 
sensor nodes in the whole network during the communications phase (TX and RX), 
thereby optimizes the network lifetime. In addition, the full coverage of the monitored 
region and good network connectivity obtained through our placement model is saved at 
any time of the network lifetime during the execution of MAC-SA algorithm. This 
algorithm is presented in Section 12.3.3. 

12.3.1. Modeling Components and Parameters of the WSN 

12.3.1.1. Network Model 

We represent the WSN by a graph: 

  ,G V E , (12.1) 

where V  represents all vertices (nodes of the network) and 2E V represents the set of 
edges giving all possible communications. There is an ordered pair 2( , )u v E if the sensor 

node u is physically capable to transmit messages to the sensor node v . In this case, sensor 
node v is located in the communication range of sensor node .u Thus, each node u has its 
key communication range noted ( )CR u that allows it to communicate with others sensor 

nodes. We assume that all sensor nodes have equal communication ranges noted .CR Thus, 

for two given sensor nodes u and v such that u v which their communication ranges are 
respectively ( )CR u and ( )CR v we have: 

 ( ) ( )C C CR u R v R   (12.2) 

Each sensor node u  also has a sensing range noted ( )SR u   that allows it to sense and 
capture data from the environment. We also assume that all sensor nodes have the same 
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sensing ranges noted .SR Therefore, for two given sensor nodes u and v such that u v

which their sensing ranges are respectively ( )SR u and ( )SR v we have: 

 ( ) ( )S S SR u R v R   (12.3) 

The entire sensor node v  located inside the communication range of a given sensor node
u are called neighbour nodes of sensor node u  and are noted ( ).N u A bidirectional 

wireless link exists between a sensor node u  and every neighbour node ( )v N u  and is 

represented by the directed edges ( , )u v  and ( , ) .v u E  Note that all the neighbour nodes 

can communicate directly each other. 

In the following we note respectively A  and  1 2, ,..., MM S S S  the surface of the 

monitored region where the SN are deployed and the set of SN in the WSN. We note also
N M  the cardinality of the set M that also represents the number of sensor nodes in the 

WSN. On the other hand, we assume in our study that all the sensor nodes transmit their 
captured data to a Sink node which is the only receiver of the application packets.  
Fig. 12.1 illustrates an example of this network model. 

 

Fig. 12.1. Illustration of the network model. 

12.3.1.2. Modeling the Wireless Communication 

The performances of a wireless communication system are determined based on the 
communication channel in which it operates [23]. In WSN, modelling communication is 
very difficult because the nodes communicate in low power, and therefore radio links 
nodes are very unreliable. The unit disk model is the simplest deterministic models of 
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communication that illustrates a unidirectional link between two SN. This model assumes 
that each node is able to transmit its data to any node being in its communication range. 
The communication range of each node is in correlation with its power transmission. 
Therefore, we can say that two sensor nodes u and v can communicate each other if and 
only if the Euclidean distance noted ( , )d u v  between the two sensor nodes is less than their 

communication range CR . Thus, two nodes ,u v M can communicate if: 

 ( , ) Cd u v R  (12.4) 

Therefore, the communication between SN is based on geometrical considerations. Note 
that even if the unit disk model is widely used for analytical models, it suffers some 
limitations. One of these limitations is that, this model is considered to be ideal as it 
assumes that the messages are still received with no mistake, i.e. it suppose the conditions 
of the MAC layer as ideal. 

Another model which takes important aspect for the wireless channel is the log-normal 
shadowing model. This model enables to estimate the average path loss between two 
sensors nodes, or in general, two points in space. For WSN, where the separation of nodes 
is a few meters to a few hundred meters, this model is the most used to provide accurate 
estimates for the average path loss. The formula below enables to estimate the path loss 
in decibel (dB) depending on the distance between two nodes and other parameters 
described in the following [23]. 

    0 0
0

10
d

PL d PL d Log X
d 

 
   

 
, (12.5) 

where  0PL d  is the path loss at a distance d that represents the Euclidean distance 

between the transmitter and the receiver. The parameter  0PL d  represents the path loss 

known at a reference distance 0.d This reference distance is generally equal to 1 meter (m) 

or 1 km. The parameter   is the exponent path loss depending in the environment and 

whose value is usually in the range [2~4]. The parameter X  is a random variable with 

mean zero Gaussian standard deviation .  

The received signal power rP  at a distance d is the difference between the output power 

of the transmitter tP  and the path loss  0PL d , i.e.  

    0 0
0

10r t t

d
P P PL d P PL d Log X

d 
  

          
 (12.6) 

In this formula all the powers are expressed in dB. With this formula, we can control and 
estimate the communication range of the SN. 

We consider in this chapter these two models. 
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Given the graph ( , )G V E defined in the Section 12.3.1.1 and the communication range

CR of the SN, the unit disk model defines the set 2E V of edges which represent also the 
communication link between the SN by: 

     2, , Cu v V u v d u v R        (12.7) 

Thus, based on Equation (12.6) and (12.7), we can determine all SN which are in the 
transmission range of another given SN by computing their communication ranges. In so 
doing, we use Equations (12.5), (12.6) and others radio parameter defined in [16] to 
compute the radio range (communication range) of SN. Afterwards, based on our 
assumptions, we can compute also the sensing range of SN and the grid length of our 
placement model. We detailed all these calculations in Section 12.4.1. 

On the other hand, we use the well-known IEEE 802.11 as MAC layer and CSMA/CA 
(Carrier-Sense Multiple Access/with Collisions Avoidance) as medium access protocol. 

12.3.1.3. Modelling the Coverage  

Coverage is an important performance metric in WSN, which reflects how well a sensing 
field is monitored [11]. We may interpret the coverage concept as a nonnegative mapping 
between the space points of a sensing field and the sensors of a WSN [17]. There exist 
many type of coverage: area coverage (coverage of region), barrier coverage, and 
coverage of points [3]. We consider in our study the area coverage and coverage of points. 
Thus, we say that a sensor node iS  covers a point q A  if and only if:  

  ,i Sd S q R  (12.8) 

A coverage of surface (sensing coverage) means the total surface lying below the range 
of capture of data at least of a given sensor node. Let iS M  a sensor node and note ( )iC S

the surface cover by the sensor node iS , then: 

     ,i i SC S q A d S q R     (12.9) 

The surface covered by a subset of sensor nodes  1 2, ,...,MC CS S S S M   is then: 

    
1

MCS

MC i
i

C S C S
 



   (12.10) 

An area is said to be covered if and only if each location of this area is within the sensing 
range of at least one active sensor node. For the coverage of area, we say that a sensor 
node iS  covers a region A  if and only if for each point q A  then: 

  ,i Sd S q R  (12.11) 
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Aera coverage is one of the fundamental problems in wireless sensor networks [11]. In 
the area coverage problem, the goal is to cover the whole area of the network. Depending 
on the application requirements, full or partial coverage is required. However, full 
coverage provides the best surveillance quality of the region [3]. There are two types of 
coverage: simple coverage and k-coverage defined as multiple coverage and depending 
on the degree of robustness required by the application [3]. Multiple coverage is defined 
as an extension of simple coverage. This type of coverage is suitable to applications such 
as security surveillance, distributed detection, mobility tracking, monitoring in high 
security areas, agricultural of precision, and military intelligence in a battlefield. In many 
kind of WSN related above, it is necessary to ensure full coverage of the monitored area, 
optimal network connectivity while deploying the minimum number of sensor nodes. This 
can be satisfied by covering every location in the field using at least one sensor node. 
Many studies aim to optimize the number of sensor nodes deployed while ensuring a high 
level of coverage and optimal network connectivity. So that, data captured in this location 
by the SN should be reported to the sink. The Fig. 12.2 and Fig. 12.3 below illustrate 
respectively the mechanisms of simple coverage and multiples coverage. 

 
 

Fig. 12.2. Illustration of simple coverage. Fig. 12.3. Illustration of multiple coverage. 

The problem of coverage area consists to apply scheduling mechanism of sensors 
activities to decide what sensor must be made in active mode (radio ON) or sleep mode 
(radio OFF) while maintaining a full coverage of the monitoring region. As we say below 
one degree of coverage is not sufficient for many applications of WSN related above. So 
that to schedule the sensors activities for these kinds of applications while ensuring full 
coverage of the monitored region, i.e. to ensure that if an event takes place at any 
geographic point of this area, it is detected by at least one sensor, it is necessary to 
guarantee multiple coverage when placing the SN in the interest region. In this case, an 
area may be covered by many sensors at the same time; this is due to overlapping coverage 
area of neighbour sensors. Therefore an event can be detected and reported by several 
sensors; this is inefficient in term of energy consumption, as some sensors will dissipate 
energy unnecessarily in the capture, processing and transmission. So that to reduce the 
energy consumption and optimize the network lifetime, it is necessary to apply scheduling 
strategies after planning optimal placement of SN; and while guaranteeing at the same 
time full coverage of the monitored region and optimal network connectivity. In this 
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chapter we will use distributed strategies based on an optimal placement of sensors to 
schedule the SN activities while maintaining full coverage and network connectivity. The 
following Fig. 12.4 illustrates a scheduling mechanism of SN activities in order to reduce 
the energy consumed in the WSN while ensuring the entire coverage of the monitored 
region and optimal network connectivity. This scheduling mechanism is based on 
ON/OFF scheduling approach and must allow to all SN which are in active mode (ON) to 
ensure the network functionally while maintaining full coverage of the monitored region 
and optimal network connectivity.  

 

Fig. 12.4. Illustration of an ON/OFF scheduling mechanism to reduce energy consumed  
by SN while ensuring full coverage of a monitored region. 

12.3.1.4. Modelling the Network Connectivity 

Two SN are said to be connected if and only if they can communicate directly (one-hop 
connectivity) or indirectly (multi-hop connectivity) [3]. In WSN, the network is 
considered to be connected if there is at least one path between the sink and each sensor 
node in the considered area. Connectivity is important issue in WSN. The connectivity 
essentially depends on the existence of routes. It is affected either by the topology changes 
due to mobility of SN, or the failure of sensors nodes, or malicious sensors nodes, etc. The 
results are the loss of communication links, the isolation of nodes, the network 
partitioning, thus the coverage of the monitored area can be degrade and/or the network 
lifetime can be decrease. Therefore, connectivity problem must be study and take into 
account in the design and the deployment of many WSN applications in order to guarantee 
coverage constraints and to ensure robustness in communication. 

There are two types of network connectivity: full network connectivity and intermittent 
network connectivity [3]. Full network connectivity can also be either simple  
(1-connectivity) or multiple (k-connectivity). Full connectivity is said to be simple if there 
is a single path between any SN to the sink node; and it is said to be multiple if there are 
multiple disjoint paths between any SN and the sink node. In addition, full connectivity 
can be maintained during the deployment strategy of SN or it can be provided only when 
SN have been deployed in the monitored region. In the following, we use connectivity to 
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represent full connectivity. Note that, in some WSN applications, it is not necessary to 
ensure full connectivity at any given time in the monitored region. For these WSN 
applications, it is sufficient to guarantee intermittent connectivity by using a mobile sink 
that moves and collects data from disconnected sensor nodes. There are two types of 
intermittent connectivity: the first one uses only one or several mobile sinks and the 
second uses a mobile sink and multiple throw boxes (Cluster heads).  

In our study, we consider static sensors node, so that we consider only full connectivity. 
As we say in previous sections connectivity is often conflicting and complementary to 
coverage for many WSN applications such as security surveillance, agricultural precision, 
habitat monitoring, etc. Thus, for these WSN applications, it is not enough to ensure 
coverage without considering connectivity. When a SN captures data from the 
environment, it must be transmit these data to a sink node. Consequently, it is necessary 
to ensure the connectivity between the SN and the sink in order to guarantee the transfer 
of information to the sink. 

Referring to the definition of the connectivity of two SN, two sensor nodes u and v are 
connect if they can communicate directly. In this case we say that these SN are 
communication neighbour. So that the communication neighbour of a sensor node u  
noted ( )N u  is define by: 

     , CN u v V v u d u v R       (12.12) 

A graph of a network which is connected is call a graph connected. Referring to this 
definition a graph is called k-connected if there is at least k disjoint path between two 
nodes of this graph. As we say above coverage is often related to connectivity in WSN. 
So that, to deal with the full coverage and the optimal network connectivity and to ensure 
the coverage and connectivity conditions, we consider in this chapter that the 
communication range CR is twice the sensing range ,SR thus: 

 2C SR R  (12.13) 

From equation (12.12) and (12.13), connectivity condition between two SN iS and jS of the 

WSN according to our model becomes: 

 ( , ) 2i j Sd S S R  (12.14) 

We use equation (12.14) to give mathematical proofs the optimal network connectivity. 
This evidence is presented in paragraph 3.3.2.2. 

The graph of a connected network is a connected graph. A WSN is said k-connected if the 
graph associated with this network is k-connected, that is to say, there are at least k disjoint 
paths between two different nodes of the graph. The topology associated with such a 
network is thus called a k-connectivity topology. For example, Fig. 12.5 illustrates a  
k-connectivity topology. The dashed lines depict the links of connectivity between the 
sensor nodes. 
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Fig. 12.5. Illustration of graph of connectivity. 

12.3.1.5. Sensing Model 

In our study, we consider the physical sensing model defined in [16]. However, this model 
is adapted according to our study. As defined in [16], in this sensing model, each SN has 
a physical process module which manages the detection of physical phenomena. This 
model is based on a random number of sources that generate physical phenomena and 
diffusing them in the space. A given point source may change in time and space, so that, 
the physical phenomena generate by this source may change in time and space. A 
phenomenon that occurs at any given point p of a region A covered by a set of N sensor 
nodes noted  1 2, ,...,N MM S S S  is additive and its value at that point p of space and at a 

time t, and the value noted ( , )
NMV p t

 
is given by: 

 
 

( )
( , ) (0, )

( , )( ) 1
i

N

i N

S

M a
S M i

V t
V p t N

K d S p t




 
 

  (12.15) 

In Equation (12.15), ( )
iSV t

 
represents the value of the physical process captured by the 

source iS at the time t. ( , )( )id S p t is the Euclidean distance between the source iS  and the 
point p at time t. The parameters K and 'a' determine how a value of a specific physical 
phenomena is broadcasted in the space. Finally, (0, )N   is a Gaussian random variable 

with mean zero and standard deviation σ. In [16], the values of parameters K, 'a' and are 
respectively fixed at 0.25, 1.0 and 0.2. 

12.3.1.6. Models of Energy Consumption 

The energy consumption is the most important issue in WSN. The energy consumed by a 
sensor node is mainly due to the following: capture, processing and data communication 
[21].   
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The energy of capture is dissipated by the SN to perform the following tasks: sampling, 
A/D conversion and activation of the capture probe. The cost of this energy depends on 
the specific sensor types (image, sound, temperature, etc.) and previous tasks assigned to 
him. In general, the energy of capture represents a small percentage of the total energy 
consumed by a SN. 

The processing energy corresponds to the energy consumed by a sensor node during 
activation of its data processing unit (operations, read/write in memory). It is divided in 
two parts: switching energy and leakage energy. The switching energy is determined by 
the supply voltage and the total capacitance switched at the software level (by executing 
software). The leakage energy is the energy consumed when the computer unit performs 
no processing. In general, the processing energy is low relative to that required for 
communication. 

The energy of communication is divided into two parts: the reception energy (energy 
consumed in RX mode) and the transmission energy (energy consumed in TX mode). This 
energy is determined by the amount of data to be communicated and the transmission 
distance, as well as by physical properties of the radio module. The scope of transmission 
of a signal depends on its transmission power (TX power). When the TX power is high, 
then the signal will have a large scope and the energy consumed will be higher. Note that 
the energy of communication represents the largest portion of the energy consumed by  
a SN. 

The cost of the energy consumed by a sensor node must also depend on the activity status 
of this sensor (TX, RX, Idle and Sleep). These activities modes (or states) represent the 
different modes of operation of a SN [22]. Note that in the idle mode the sensor node can 
listen to the wireless channel without accessing to this wireless channel, while in sleep 
mode, the radio module is OFF and no communication is possible. It should be added that 
the transition between these different modes induces a cost on energy consumption even 
if it is small compared to other costs of energy consumption in the other modes. 

For a given SN, the cost of consumed energy respectively in the TX, RX, Idle, Sleep, and 
Transition (Sw) states are respectively noted:    , , , ,Tx out Rx Idle SwE k P E k E E where k

represents the message length in bytes and outP represents the TX power. If the consumed 
energy is expressed in Joules (J), it’s regarded as the product of the voltage in Volt (V) 
applied to the circuit, the intensity of the current in Ampere (A) following through it, and 
the elapsed time in seconds (s) to perform the operation. So that, the cost of consumed 
energy in the different states described above can be expressed by the following equations: 

    , . . .Tx out Tx out B TxE k P k C P V T  (12.16) 

   . . .Rx Rx B RxE k k C V T  (12.17) 

 . .Idle Idle B IdleE C V T  (12.18) 

 . .Sleep Sleep B SleepE C V T  (12.19) 
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 . .Sw Sw B SwE C V T , (12.20) 

where BV  represents the tension provided by the battery. TxC , RxC , IdleC , SleepC , and SwC  

represent respectively the intensity of the current in the four states: TX, RX, Idle, Sleep, 
and transition. TxT , and RxT denoted respectively the TX and the RX time for one byte 

(with Tx RxT T ). IdleT  is the time between the end of one communication (TX or RX) and 

the beginning of the next communication. SleepT  is the interval time spent by a SN in the 

Sleep mode, and SwT  is the switching time between two different modes. In this paper, we 
will use the radio type CC2420 [20] for the validation of our proposal by simulations and 
we will consider only the TX, RX, and Sleep modes. The transition time (in ms) and the 
transition power (in mA) between the considered modes are respectively given by the 
Delay transition matrix (described in Table 12.1) and the Power transition matrix 
(described in Table 12.2).  

Table 12.1. Delay transition matrix. 

 RX TX Sleep 

RX - 0.01 0.194 
TX 0.01 - 0.194 

Sleep 0.05 0.05 - 

 

Table 12.2. Power transition matrix. 

 RX TX Sleep 

RX - 62 62 
TX 62 - 62 

Sleep 1.4 1.4 - 

 

Another model of energy consumption is presented in [24] by Heinzelman et al. For this 
model, to transmit a message of length k bits between a transmitter and a receiver which 
Euclidean distance is equal to d (in meter), the radio emitter expends the amount of energy 
(in Joules): 

      Tx Tx-elec Tx-ampE k,d  = E k  + E k,d  (12.21) 

To receive this message, the radio expends the amount of energy (in Joules): 

    Rx Rx -elecE k = E k , (12.22) 

where Tx-elecE  and Rx-elecE  represent respectively the Transmitter electronic and the 

Receiver electronic, and ampε represent the Transmit amplifier. In the other hands, we have: 

 Tx-elec Rx-elec elecE = 50nJ /E = E = bits   (12.23) 
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 2
ampε = 100pJ / bits / m       (12.24) 

Based to equations (21), (22), (23) and (24), we have: 

   2
Tx elec ampE k,d = E * k + ε * k *d  (12.25) 

   eRx lecE Ek = *k       (12.26) 

For these parameter values, receiving a message is not a low cost operation; the protocols 
should thus try to minimize not only the transmit distances but also the number of transmit 
and receive operations for each message. We make the assumption that the radio channel 
is symmetric such that the energy required to transmit a message from a node iS  to a node 

jS  is the same as the energy required to transmit a message from node jS  to node iS  for a 

given SNR (Signal to Noise Ratio).  

For our simulations presented in Section 12.3.4, we also assume that all SN are sensing 
the environment at a fixed rate and thus always have data to send to the sink node. We 
assume also that, all SN send their captured data (with constant packets payload equal to 
k bits) to a given sink node which is the only receiver of these data packets. 

12.3.2. Proposal of a New Placement Method Sensor Nodes Based on Grids 

We consider the sensor placement model described in the following Fig. 12.6. 

 

Fig. 12.6. Sensors placement model based on grids. 

According to the deployment of sensors described in the Fig. 12.6 above, the geographical 
region of interest is partitioned into contiguous square grids having the same dimensions 
that equal to c . Each SN iS  is placed at a given area of a grid such that the entire area of 
the monitored region is covered and the number of necessary sensors is minimized. Our 
geographic placement model of SN presents the following advantages: 
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1. The number of sensors needed to cover the whole area is minimized. 

2. The position and the surface cover by each SN are known and can be respectively 
determined by its coordinates (x, y) and its sensing range .SR  

3. A full coverage of the monitored region and an optimal network connectivity are 
ensured. 

4. It exist an overlapping area with respect to the sensing coverage of SN that will be 
exploited by our MAC-SA algorithm for ON/OFF scheduling of SN.  

Now, the optimal length cof the grid to ensure full coverage and network connectivity of 
our network model can be determined based on the sensing range .SR The sensing range 

depends on the communication range CR  based on our assumptions .C SR R    

Finally, based on the geometric properties of the obtained squares and the diamonds 
formed by the position of SN (Fig. 12.6), the length cof the grid can be computed by using 
Pythagoras theorem. Thus, we can use the following equation to compute c : 

 
2 2 2
SR c c   (12.27) 

 2SR c   (12.28) 

 2
SR

c 
 (12.29) 

Based on our assumptions, we have: 

 
2
C

C S S

R
R R R     (12.30) 

Thus, according to (12.29), and (12.30), we have: 

 
2 2

CR
c   (12.31) 

Note  1 2, ,..., MM S S S  the set of SN deployed according to our placement model 

described in the Fig. 12.6. Note also that each SN iS  has (x, y) in the coordinate system 
(O, X, Y) as shown in the Fig. 12.6 where O, (OX) and (OY) denote respectively the 
origin, the X axis and the Y axis of this coordinate system. Thus, using this coordinate 
system and according to our placement model, we can express the coordinate (x, y) of 
each SN function of the length c  of the grids. For example as it is shown below: 
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. 

Note  1 2, ,...,MC CS S S S M  a subset of SN deployed in the WSN according to our 

placement model. Then referring to the definition of the surface covered by a subset of 
sensor nodes described in Equation (12.10), we show that according to our placement 
method, an area may be covered by many sensor nodes at the same time; this is due to 
overlapping coverage area of neighbours sensor nodes. Therefore, to save energy 
consumed in the network and to maximize network lifetime, it is necessary after the final 
deployment to schedule sensor nodes activities by applying Sleep/wake-up strategies (e.g. 
redundant nodes for full coverage, useless nodes for partial coverage) while ensuring full 
coverage of the monitored region and optimal network connectivity. 

Note that the scheduling activity for SN differs from deployment method of SN, because 
existing sensor nodes are only switched ON or OFF but are not moved. In the following 
section we’ll present the MAC-SA algorithm which is based on our geographic placement 
method and which enables to schedule the SN activities and optimize the network lifetime 
while maintaining full coverage of the monitored region and network connectivity. 

12.3.3. Presentation and Analytical Evaluations of MAC-SA 

12.3.3.1. Overview of MAC-SA 

MAC-SA algorithm (illustrate above) considers our geometric placement model and is a 
distributed scheduling mechanism for SN activities. 

1 2 N2 :      M = {S ,S

1:     

,...,S

  “c” represents the length of  a given grid according to our placement model

“ ” represents the set of  sensors deployed in the WSN according 

          t
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i j i j

i

i

i
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3 :      “d (S ,S )” represents the euclidean distance between two given sensors S ,S  
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Outputs :

and which ensure 

           a full coverage of  the monitored region and optimal network connectivity

         - A set of  sensors which are put in sleep mode to save their energy
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 end if

end for  

It enables to minimize the energy consumed by the overall network while maintaining a 
full coverage and network connectivity with respect to all SN. The MAC-SA algorithm 
exploits the redundancy of sensing coverage due to our geographic placement method. 
Indeed, according to TunableMAC protocol, each sender should transmit a train of 
beacons frames in order to wake up its entire neighbourhood before sending any data. 
However, according to our MAC-SA deployment of SN, where we have a sensing 
coverage redundancy due to our placement strategy of SN, we do not need to wake up all 
a given SN’s neighbourhood. It is worth noticing that in TunableMAC, the set of SN has 
equal sleep interval and equal listening interval. Put simply, MAC-SA wakes up only  
few nodes among a well-chosen SN’s neighbourhood in order to reduce the energy 
consumed during transmission and reception as well as mitigates the number of collisions 
between SN. 

According to MAC-SA, each SN uses a neighbourhood’s table that contains the ID of 
neighbour’s nodes which is determined by the communication range CR   Also, the SN has 
different sleeping and listening intervals. MAC-SA addresses the following two issues 
noted in previous studies: 

1. The set of sender’s neighbours that should wake up according to its neighbour’s table;  

2. The scheduling of sleeping and listening intervals according to the parameters of the 
duty cycle. 

In order to select the best potential neighbours that enable to minimize the energy 
consumption during transmission and reception modes while ensuring a full coverage and 
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network connectivity, and to taking into account the two issues raised above, we consider 
two types of neighbours for each node: “close neighbours” located at a maximum distance 
of 2c  from the sender and “remote neighbours” located at a distance strictly greater than

2c . For a given sender, its neighbour’s receivers are only its remote neighbours. 
Therefore, remote neighbours must be woken up and all the remaining nodes within its 
close neighbourhood must be set in sleeping mode (line 14 to line 22 of MAC-SA 
algorithm). If they receive other beacons frame, they can decide whether they should wake 
up again to relay packets. Our algorithm allows the following benefits: 

1. Save the energy consumed in the network, so that the network lifetime will be 
improved; 

2. Save full coverage and network connectivity at every time of the network lifetime; 

3. Balance energy consumption in the network; 

4. Reduce collisions that may be due to the CSMA/CA mechanism, so that the rate of 
received packets by the Sink will be improved. 

As shown in the illustration of MAC-SA, the lines 1 to 13 enable to compute the neighbour 
table of each SN iS M  by inserting the entire ID of its neighbour j j iS M S S   . After 

this step, each SN jS M neighbour of a given sender iS M  will decide if it will be 

switched in Active or Sleep mode based on the beacon frame received by this sender 
(which precede the data transmission of the source) and its neighbour table (lines 14 to 
22). Therefore, the SN which will usually switch in Sleep mode will save more energy; 
so that the network lifetime will be improved. Note that the full coverage and network 
connectivity will be preserved during all the network lifetime. We will give in the 
following part the analytical proof of the full coverage and the network connectivity. 

12.3.3.2. Analytical Evaluations of MAC-SA 

In this section, we evaluate firstly the complexity of MAC-SA algorithm to demonstrate 
its effectiveness whatever the load and the network size. Secondly, the full coverage of 
the monitored region and the network connectivity, are analyzed. 

12.3.3.2.1. Evaluation of the Complexity of MAC-SA Algorithm 

This section is devoted to the study of computational complexity of DSMAC in order to 
prove its effectiveness in the worst case. To do this, we will first present some formal 
tools that allow us to calculate the complexity of algorithms. 

Are respectively n  and ( )T n  the average size of data (in bits) and the cost of the time 
complexity of the MAC-SA algorithm. This algorithm consists of two major parts: 



Chapter 12. New Approaches to Extend Lifetime in Wireless Sensor Network Based on Optimal Placement 
of Sensor Nodes and Using Duty Cycle Technique 

 251 

1. A first portion extending from line 7 on line 13, that allows each SN to build its 
neighbors table by  inserting all the ID  of its one hop communications neighbors nodes. 

2. A second portion from line 14 on line 22, that allows each SN jS  belonging to the 

neighbor table of a given source iS  to decide whether to switch into active mode in order 
to relay packets from that source or to be put in sleep mode to save energy. As illustrated 
in MAC-SA algorithm, the decision to be put in sleep or active state is based on the 
Euclidean distance between each sender iS and each SN of its neighbors communication, 
and secondly on beacon frame which are synchronization packets that is broadcasted by 
the source before it's transmission. Note respectively ( )AT n  and ( )BT n  the costs 
complexities of the first part and the second part of MAC-SA described above. The total 
cost of the MAC-SA complexity is: 

                                                            

 ( ) ( ) ( )A BT n T n T n   (12.32) 

Now let calculate ( )AT n  and  ( )BT n . In so doing, consider initially the first part of MAC-

SA algorithm described above. Note 2 ( )AT n  the cost of the complexity of the loop (line 8 

to line 12). Then we have: 

 2
1

( ) ( )
N

A A

k

T n T n


   (12.33) 

Note 1 1( ) ,AT n C IR  the cost of the complexity of elementary instruction in line 10. 
Referring to calculate the cost of complexity to a sequence of instructions and taking 
account the fact that each sensor node iS M  has at most 12 communication neighbors 

(show Fig. 12.7), we have:  

  2 1
2 1

1 1

( ) 1
( )

12 12 12

AN N
A

k k

T n N C
T n C

 


     (12.34) 

Note 1
2 .

12

N C
C




 
Since 1 ,C IR then 2 .C IR Thus, according to (12.33) and (12.34), we 

have:  

 2 2 2
1 1

( ) ( )
N N

A A

k k

T n T n C N C
 

      (12.35) 

Now calculate ( ).BT n  To do this, note respectively 11 3( )BT n C IR   and 12 4( ) ,BT n C IR   
the cost of the complexity of elementary instructions in line 17 and line 19. Afterward, 
note 1 ( )BT n the cost of the complexity of the instructions from line 16 on line 20. Then, we 

have: 

      1 11 12 3 4( ) max ( ), ( ) max ,B B BT n T n T n C C   (12.36) 
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According, to (12.36), we have:  

    1 3 4 3 4
1 1

( ) ( ) max , max ,
N N

B B

k k

T n T n C C N C C
 

      (12.37) 

Based on (12.32), (12.35) and (12.37), we have:  

     2 3 4 2 3 4( ) ( ) ( ) max , max ,A BT n T n T n N C N C C N C C C          (12.38)
 

According to (12.38),  2 3( )T n N C C   if 3 4 ,C C  2 4( )T n N C C   either. Since

2 3 4, ,C C C IR  and the number N of nodes in the WSN is a integer, then according to the 
definitions of classes of algorithm complexity, the complexity MAC-SA is linear. On the 
other hand, since a linear complexity is one of the best classes of computational 
complexity, then we can deduce that MAC-SA is an efficient algorithm. 

12.3.3.2.2. Analytical Evaluations of Coverage and Connectivity in MAC-SA 
Algorithm 

In this section, we state two theorems which deal with the complete coverage of the 
surveillance zone and on the connectivity of WSN in our investment model and according 
DSMAC algorithm. These two theorems are proved in the sequel. 

- Theorem of the full coverage according to MAC-SA algorithm 

Let A the area covered by a set of N sensors node  1 2, ,..., NM S S S  deployed in a 

monitored region according to the placement model described in Section 12.3.2 and our 
MAC-SA algorithm. So that, at any time of the network lifetime, A remains full covered by 
all the active sensors in the WSN.   

- Demonstration 

Let us consider a sender  , .iS x y M  As we said that in the description of our MAC-SA 

algorithm, before this SN transmits data packets, it broadcasts a train of beacons frames 
noted 1 2, ,...,i i ikB B B  in order to wake up all the sensor nodes jS belonging to its neighbour 

table and located at a distance strictly greater than 2c . Based on our placement model 
described in Fig. 12.6 and according to the Fig. 12.7 that illustrates the coordinate of 
remote and close neighbour for a given sender  ,iS x y , the coordinate of this sender’s 

remote neighbour are function of the grid length c, x, y, and are expressed  
as follows: 

 

         
     

, 2 , , 2 , 2 , 2 , 2 , , 2 , 2 ,

2 , 2 , 2 , , 2 , 2

x y c x y c x c y c x c y x c y c

x c y c x c y x c y c

      

       



Chapter 12. New Approaches to Extend Lifetime in Wireless Sensor Network Based on Optimal Placement 
of Sensor Nodes and Using Duty Cycle Technique 

 253 

According to Fig. 12.6 and Fig. 12.7, the coordinates of other close neighbours of the 
sender  ,iS x y

 that can be put in sleep mode are expressed as follows: 

        , , , , , , ,x c y c x c y c x c y c x c y c       
      

Now, let us consider the sensor node  7 ,S x y  shown in Fig. 12.7. Its neighbourhood’s 

table contains the ID  of the set of the following SN: 

  1 2 3 4 5 6 8 9 10 11 12 13, , , , , , , , , , ,S S S S S S S S S S S S  

If the sensor  7 ,S x y  wants to transmit, then the set of sensors located to its 

neighbourhood table which must wake up after receiving the beacon frames sent by the 
SN 7S  are:  1 2 3 6 8 11 12 13, , , , , , , ,S S S S S S S S  and the following SN:  4 5 9 10, , ,S S S S  should be 

put in sleeping mode. According to the Fig. 12.7, 4 5 9, ,S S S and 10S are in sleeping modes 

at the same time whereas other SN belonging to 7S ’s neighbour table are in active mode 
(powered ON) and maintain a full network coverage. We show that the areas covered by 
the following SN 4 5 9 10, , ,S S S S  which are in sleep mode, and the one covered by the four 
active SN located at the vicinity of these sleeping SN are fully covered by the active SN. 
Let us consider the SN 4S  which is in sleep mode (Fig. 12.7), then according to the 

definition of the sensing coverage of this sensor noted  4C S , we have: 

     4 4 , 2C S q A d S q c     (12.39) 

 

Fig. 12.7. Illustration of close and remote neighbours of  7 ,S x y  

According to the active SN 1 2 7, ,S S S  and 6S  which are around the sensor 4S , the sensing 

coverage of each SN is: 
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     1 1, 2C S q A d S q c     (12.40) 

     2 2 , 2C S q A d S q c     (12.41) 

     7 7 , 2C S q A d S q c     (12.42) 

     6 6 , 2C S q A d S q c     (12.43) 

Note  1 2 7 6, , , .CS S S S S  

Based on the coverage area of a subset of SN described in (12.10), we have: 

          1 2 7 6CC S C S C S C S C S     (12.44) 

On the other hand, if we compute the Euclidean distance between the SN 4S  and each SN 

  ,j CS C S  we have: 

            2 22 2
4 1 4 1, 2 2 2 , 2d S S x c x c y c y c c d S S c                  (12.45) 

          2 22 2
4 2 4 2, 2 2 , 2d S S x c x c y c y c d S S c                 (12.46) 

        2 22 2
4 7 4 7, 2 , 2d S S x c x y c y c d S S c                (12.47) 

          2 22 2
4 6 4 6, 2 2 , 2d S S x c x y c y c c d S S c                 (12.48) 

Thus according to (12.45), (12.46), (12.47) and (12.48), we have: 

        4 1 4 2 4 7 4 6, , , , 2d S S d S S d S S d S S c     (12.49) 

Based on the sensing coverage of SN 1 2 6 7, , ,S S S S  described in (12.40), (12.41), (12.42) 

and (12.43); according to (12.44) and (12.49), we have: 

          4 1 2 7 6C S C S C S C S C S     (12.50) 

Hence according on Equation (12.50), 1 2 6, ,S S S , and 7S  provide a full coverage with 

respect to the area covered by the SN 4.S  Similarly, we can show that 2 3 8, ,S S S , and 7S   

(resp. 6 11 12, ,S S S , and 7S ) provide a full coverage according to the area covered by 5S  

(resp. 9S ). Finally, 8 13 12, ,S S S , and 7S  provide a full coverage with respect to the area 

covered by 10.S  Since the sensor  7 ,S x y  is chosen randomly, we can conclude that the 

network remains fully covered during the execution of MAC-SA algorithm. 

- Theorem of the optimal network connectivity according DSMAC algorithm 

Let A be the area covered by a subset of N sensors node  1 2, ,..., NM S S S  deployed in a 

monitored region according to the placement model described in Section 12.3.2 and 
MAC-SA algorithm. So that, at any time of the network lifetime, the subset of active 
sensors node remain k-connected (with 4k  ). 
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- Demonstration 

In fact, based on our assumptions and the modelling of the network connectivity presented 
in Section 12.3.1.4, two SN iS  and jS  are connected if and only if: 

  , 2 2i jd S S c  (12.51) 

In order to demonstrate the network connectivity, it is sufficient to show that all active 
neighbours of a given sender  ,iS x y  are connected to this sender. The remote neighbours 

of the SN  ,iS x y  noted ,R x yNeighbor S   are: 

       
       

, 1 2 3 4

5 6 7 8

R , 2 , , 2 , 2 , 2 , 2 , ,

2 , 2 , 2 , 2 , 2 , , 2 , 2

x y N N N N

N N N N

Neighbor S S x y c S x y c S x c y c S x c y

S x c y c S x c y c S x c y S x c y c

       

      
 

If we compute the Euclidian distance between the sensor  ,iS x y  and each of the sensor 

nodes ,j x yS R Neighbor S   , we have: 

  , 2 2i jd S S c  (12.52) 

For instance: 

       2 22 2 2
1 1, ( 2 ) (2 ) , (2 ) 2 2 2i N i Nd S S x x y y c c d S S c c c         

 

Thus,  1, 2 2i Nd S S c  

Therefore, according to (12.52) and based to (12.51) which illustrates the connectivity 
condition between two sensors, all sensors ,j x yS R Neighbor S    are connected to SN 

 , .iS x y  Since the SN  ,iS x y  is chosen randomly, then all active sensors will be 

connected during the execution of our MAC-SA algorithm. In addition, according to the 
definition of a graph which is k-connected, the network is at least 4-connected; therefore, 
optimum routing topology exists in this network. However, we will not discuss the routing 
aspect in this chapter. 

12.4. Evaluations of MAC-SA by Simulation 

We validated our proposal by extensive simulations done with “Castalia.3.0” framework  
[16]. Castalia is a WSN simulator for Body Area Networks (BAN) and generally networks 
of low-power embedded devices. It is based on the OMNeT++ platform [19] and can be 
used by researchers and developers who want to test their distributed algorithms and/or 
protocols in realistic wireless channel and radio models, with a realistic node behavior 
especially relating to access of the radio.  
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12.4.1. Description of Simulation Parameters  

We consider a field 2D of size equal to 200 200 .m m  The sensor nodes are deployed 
monitored region according to our placement model presented in Section 12.3.2. In our 
simulations, we considered different network scenarios with size respectively equal to 40, 
80, 120, 160, 200 nodes in addition to the base station (which is the only receiver of the 
application packets). We choose the type of radio module CC2420 [20].  

The different simulation parameters and their values are described in Table 12.3. All these 
parameters are taken from [16] and adapted according to our context. However, the sensor 
communication range is calculated based on the modeling of the wireless channel 
described in paragraph 3.1.2. This calculation detailed above is done based on the basis 
of two parameters which are the transmission power (assumed equal for all the SN) and 
the average path loss 0( ).PL d  

To compute the communication range of SN, we use the Equation (12.6) presented in 
paragraph 3.1.2. According to this equation: 

    0 0
0

10r t t

d
P P PL d P PL d Log X

d 
  

          
 (12.53) 

In Equation (12.53), the parameter d  represents the Euclidean distance between Emitter 
and Receiver, i.e. the communication range of SN. So that, we can calculate this 
communication range d as a function of other parameters define in (12.53). Thus, from 
equation (12.53), we have: 

 
 0

0

d

d 10
t rP P PL Xd

Log 
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 0d
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0d 10
t rP P PL X
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 (12.57) 

In Equation (12.57), tP
 and rP  represent respectively the transmission power and the 

reception power. rP in Decibel (dB) is determined by [16] according to the receiver 
sensitivity (ReceiverSensibility) and Noisefloor parameter using the following equation 
(12.58). 

  rP max Re , 5ceiverSensibility NoiseFloor dB   (12.58) 
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Based to Equation (12.57) and (12.58); and according to (12.29), (12.31), we calculate 
respectively the value of the communication range ,CR the sensing range SR  and the grid 

range ,c  and we have: 

20 , 10C SR m R m  and 7 .c m   

The Table 12.3 shows the different values of the simulation parameters. 

Table 12.3. Simulation parameters and settings. 

Parameter Value 

Field sixe 200 200m m  

Number of node considered during each simulation 40, 80, 120, 160, 200 

Deployment type Static 

Simulation time  400 s 

Communication range ( CR ) 20 m 

Sensing range ( SR ) 10 m 

Grid range(c) ~7 m 

Radio type CC2420  

Transmission power 0 dB 

Power consumed respectively during TX, RX and sleep states 62 mW, 62 mW, 1.4 mW 

Initial energy 18720 J 

Energy consumed per sensing  0.02 mJ 

Data rate  250 kbps 

Modulation type PSK 

Bit per symbol 4 

Bandwidth 20 MHz 

Noise Bandwidth 194 MHz 

NoiseFloor -100 dB 

ReceiverSensibility -95 dB 

Path loss exponential ( ) 2.765 

Average initial path loss (  0dPL ) 55 

Reference distance ( 0d ) 1 m 

Gaussian mean variable ( X ) 4.0 

Application considered ThrouputTest [16] 

 

The sensor nodes are placed according to their coordinates which depend on the length of 
the grid. For example, Fig. 12.8 illustrates the network topology for 14 sensor nodes 
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deployed in the region of interest according to our placement model described in  
Section 12.3.2, and for a grid length equal to 7 m. 

 

Fig. 12.8. Illustration of the topology of 14 sensors node deployed in a 2D region according  
to MAC-SA placement model 

12.4.2. Performance Evaluations of MAC-SA 

In our simulations, we used an application available in Castalia simulator called 
“ThroughputTest” [16]. This application allows nodes sensors to send packets of constant 
size, each with a load equal to 2000 bytes. These packets captured by the different network 
nodes of the sensors are sent to the base station with a transmission rate of 5 packets per 
second. The metrics measured performance is the average energy consumed, the average 
residual energy, the number of packets received by the base station and the level of 
average packet latency. 

After assessments of these different metrics, comparisons between MAC-SA and 
TunableMAC protocol are made considering the same scenarios and assessing the same 
performance metrics. The different simulation results are presented in Section 12.4.2.1. 

12.4.2.1. Simulation Results 

12.4.2.1.1. Evaluation of Energy Consumption between MAC-SA  
and TunableMAC 

The curves illustrated in Fig. 12.9 and Fig. 12.10 show respectively the average of energy 
consumed in Joules (J) and the average of remaining energy in J for the both algorithms. 
MAC-SA outperforms TunableMAC with respect to the energy consumed. Indeed, with 
MAC-SA only few senders’ neighbours woke up in contrast to TunableMAC where the 
entire set of node’s neighbours are awakened. Therefore, more actives nodes exist and 
thus the energy consumed is increased. The average of energy consumed in the network 
is roughly equal to 19.18 J (resp. 27.09 J) for MAC-SA (resp. TunableMAC). According 
to MAC-SA SN can save up to 30 % of their energy compared to TunableMAC. As shown 
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that in Fig. 12.7 the average remaining energy in the network is roughly equal to 
18700.803 J (resp. 18692.914 J) for MAC-SA (resp. TunableMAC). 

Thus, the network lifetime time is improved in MAC-SA relative to TunableMAC.  

 

Fig. 12.9. Average consumed energy in MAC-SA and TunableMAC. 

 

Fig. 12.10. Average remaining energy in MAC-SA and TunableMAC. 

12.4.2.1.2. Evaluation of received packets between MAC-SA and TunableMAC 

Fig. 12.11 (resp. Fig. 12.12) shows the average packets received by the Sink (resp. the 
average packets failed due to interferences). Fig. 12.11 illustrates that MAC-SA 
outperforms TunableMAC according to the number of packets received by the Sink. The 
main reason is due to the fact that MAC-SA algorithm mitigates the number of collisions. 

 

Fig. 12.11. Average packets received by the Sink in MAC-SA and TunableMAC. 
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Furthermore, Fig. 12.12 shows the average packets failed due to interferences. The gap 
between both algorithms is more important. Indeed, the average number of packets failed 
with interferences is roughly equals to 310.33 (resp. to 24.21) for TunableMAC (resp. 
MAC-SA). 

 

Fig. 12.12. Average packets failed with interferences in MAC-SA and TunableMAC. 

12.4.2.1.3. Evaluation of application level latency between MAC-SA and 
TunableMAC 

Fig. 12.13 shows the application level latency for both algorithms. As shown in this figure 
the performance of TunableMAC is lightly upper than MAC-SA but the upper level 
latency in these two algorithms is less than 166.9 ms, thus the level latency is reasonable 
in MAC-SA regarding to the most applications for WSN. 

 

Fig. 12.13. Average application level latency in MAC-SA and TunableMAC. 

12.5. Conclusion and Perspectives 

In this chapter we have presented a new Medium Access Control Scheduling Algorithm 
(MAC-SA) based on a deterministic placement strategy for sensor nodes that reduces the 
number of sensors necessary sensors to ensure the full coverage of a given region, and 
provides optimal network connectivity. 
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Firstly, we study different analytical models such as coverage, communication channel, 
sensing, connectivity and energy consumption in WSN based on the related work. Then, 
we choose and adapted some of these models according to our study. 

Secondly, we implement the MAC-SA algorithm and evaluate it analytically and by 
simulations. The simulation results show that MAC-SA optimizes the network lifetime, 
the average of received packets by the Sink, and minimized the number collisions in the 
network. 

In addition, we demonstrated by the analytical evaluations that the full coverage of the 
monitored region and optimal network connectivity obtained through our placement 
model is saved at any time of the network lifetime during the execution of MAC-SA 
algorithm. 

As future work, we plan to take into account the path loss and temporal variations of the 
wireless channel by proposing a more realistic modelling of the wireless communication. 
We also intend to show that MAC-SA enables an optimum routing based on given 
topology. 
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Chapter 13 
Distributed Algorithm for Multiple Target 
Localization in Wireless Sensor Networks 
Using Combined Measurements 

Slavisa Tomic, Marko Beko, Rui Dinis, Milan Tuba6 1 

13.1. Introduction 

Accurate localization of people and objects is a very important task in countless wireless 
structures nowadays. Hence, recently the area of localization has attracted much attention 
in the research society. Typically, wireless localization systems rely on distance 
measurements [1], extracted from the time-of-arrival, time-difference-of-arrival, received 
signal strength (RSS), angle-of-arrival (AoA) information, or a combination of them, 
depending on the available hardware [2]. Due to limited energy resources, a real challenge 
is to develop localization algorithms that are fast, scalable and abstemious in their 
computational and communication requirements. 

Several hybrid localization algorithms that combine distance and angle measurements are 
available in the literature today. To solve the non-cooperative target localization problem 
in a 3-D scenario, the authors in [3] proposed two estimators: linear least squares (LS) and 
optimization based. The LS estimator is a relatively simple and well known estimator, 
while the optimization based estimator was solved by Davidson-Fletcher-Powell 
algorithm [4]. In [5], the authors derived an LS and a maximum likelihood (ML) estimator 
for a hybrid scheme that combines RSS difference (RSSD) and AoA measurements. Non-
linear constrained optimization was used to estimate the target’s location from multiple 
RSS and AoA measurements. Both LS and ML estimators in [5] are λ-dependent, where 
λ is a non-negative weight assigned to regulate the contribution from RSS and AoA 
measurements. A selective weighted LS (WLS) estimator for RSS/AoA localization 
problem was proposed in [6]. The authors determined the target location by exploiting 
weighted ranges from two nearest anchor measurements, which were combined with the 
serving base station AoA measurement. A WLS estimator for a 3-D RSSD/AoA non-
cooperative localization problem when the transmitted power is unknown was presented 
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in [7]. However, the authors in [7] only investigated a small-scale WSN, with extremely 
low noise power. An estimator based on semidefinite programming relaxation technique 
for cooperative target localization problem was proposed in [8]. The authors in [8] 
obtained angle measurements from a triplet of points. However, due to the consideration 
of triplets of points, the computational complexity of their approach increases rather 
substantially with the network size. 

All of the above approaches solve a centralized hybrid range/angle localization problem. 
Although centralized approaches are stable, in large-scale networks, a central processor 
with enough computational capacity might not be available. Hence, a distributed solution 
is of practical interest. 

In this work, we study a hybrid RSS/AoA localization problem in a large-scale 
cooperative wireless sensor network (WSN), where the transmit power, , of the nodes 
is not known. Moreover, the scenario where the path loss exponent (PLE) is different for 
each link and not perfectly known is examined. For such a challenging localization 
problem, we propose a distributed solution based on second-order cone relaxation (SOCR) 
technique. The proposed algorithm does not involve a central processor and has a 
computation-free initialization. Information exchange is permitted between two incident 
sensors solely and data processing is performed locally by each node. 

Throughout the work, upper-case bold type, lower-case bold type and regular type is used 
for matrices, vectors and scalars, respectively.  and  respectively denote the  
dimensional real and complex Euclidean space. The operators ∙  and ∙  denote 
transpose and Hermitian, respectively. The cardinality of a set , i.e., the number of 
elements in the set is denoted by | |. The normal (Gaussian) distribution with mean  and 
variance  is denoted by , . The -dimensional identity matrix is denoted by  
and the 	 	  matrix of all zeros by  (if no ambiguity can occur, subscripts are 
omitted). ‖ ‖ denotes the vector norm defined by ‖ ‖ 	 	√ , where 	 ∈ 	 . For 
Hermitian matrices  and , 	 ≽ 	  means that  is positive semidefinite. 

The remainder of this work is organized as follows. In Section 13.2, the RSS and AoA 
measurement models are introduced and the target localization problem is formulated. 
Section 13.3 presents the development of the proposed distributed estimator. In  
Section 13.4 we provide an analysis about the computational complexity, while in  
Section 13.5 we discuss the performance of the proposed algorithm. Finally, Section 13.6 
summarizes the main conclusions. 

13.2. Problem Formulation 

Consider a large-scale network with | |  anchors and | |  target nodes, 
randomly deployed over a region of interest. The considered WSN can be seen as a 
connected graph, , , with | |  vertices and | | links (connections). The 
known locations of the anchor and the unknown locations of the target nodes are denoted 
by , , ⋯ , , and , , ⋯ ,  ( , 	 ∈ , ∀ ∈ 	and	∀ ∈ ), respectively. 
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Due to battery limitations, it is assumed that all nodes have limited communication range, 
. Therefore, two nodes,  and , are linked if and only if they are within the 

communication range of each other. The sets of all target/anchor and target/target edges 
are defined as , : , ∀ ∈ , ∀ ∈  and , :

, ∀ , ∈ , , respectively. 

To determine the unknown locations of the target nodes, we engage a hybrid system that 
combines distance and angle measurements (see Fig. 13.1). In Fig. 13.1,  

, ,  and , ,  represent the unknown coordinates of the -
th target and the known coordinates of the -th anchor, respectively, while 	,  and 

 respectively denote the distance, azimuth angle and elevation angle between the -th 
target and the -th anchor. 

 
Fig. 13.1. Illustration of a target and anchor locations in a 3-D space. 

It is assumed here that the distances are withdrawn from RSS measurements exclusively, 
because RSS-based ranging does not require any additional hardware [9]. The noise-free 
RSS between nodes i and j can be modeled as [10, Ch. 3] 

10 , ∀ , ∈ ∪ , (1) 

where  is the transmit power of a node,  is the reference path loss value measured at 
a short reference distance  ( ) from the transmitting antenna,  is the path loss 
exponent, and  is the distance between nodes i and j. By using the relationship 

	 dB 10 log , the RSS model in (1) can be replaced by the following path loss 

model 

10 log , ∀ , ∈ ∪ , (2) 
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where ~ 0, . Not knowing  corresponds to not knowing . 

In order to realize the AoA measurements (both azimuth and elevation angles), we assume 
that anchors are appropriately equipped (e.g. with directional antenna or antenna array [3] 
or with video cameras [11]). Hence, azimuth and elevation anlge measurements can be 
modeled respectively as [3] 

tan 1 , ∀ , ∈ , (3) 

and 

cos 1 , ∀ , ∈ , (4) 

where ~ 0,  and ~ 0,  are the measurement errors of azimuth and 

elevation angles, respectively. 

Given the observation vector , , 	 ∈ | | | | , where  

, , , the conditional probability density function is given 
as 

|
1

2
exp

2

| | | |

, (5) 

where , , ⋯ , , ∈  is the vector of all unknown variables, 
and 

⋮

10 log

⋮

tan

⋮

cos

⋮

,

⋮

⋮

⋮

⋮

. 

The ML estimate of the unknown variables, , is obtained by maximizing the logarithm 
of the likelihood function in (5) with respect to  [12, Ch. 7], as 

arg	max ln | arg max ln exp
2

| | | |

arg min
1

| | | |

. 

(6) 
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The ML estimator in (6) does not have a closed form solution and is not convex. Therefore, 
recursive methods (e.g. gradient descent method) can get trapped into local minimum 
leading to poor estimation accuracy. Hence, in the remaining of this work, we will show 
that the ML problem in (6) can be solved in a distributed fashion by applying certain 
approximations. More precisely, a convex relaxation technique leading to a distributed 
SOCP estimator which can be solved efficiently by interior-point algorithms [13] will be 
proposed. 

13.3. Distributed Localization 

In large-scale WSNs, it might be virtually impossible to solve (6); thus, in large-scale 
networks, a distributed solution of (6) such that each target node determines its own 

location is of interest. By assigning initial target location estimates, , ∀ ∈ , the 
problem in (6) can be divided into local sub-problems, i.e., it can be solved by each target 
node individually. Accordingly, target node i updates its location estimate in each 
iteration, t, by solving the following local ML problem 

arg min
,

1
, ∀ ∈ , (7) 

where : , ∈  and : , ∈  represent the set of all anchor and 

all target neighbors of the target  respectively, and the first  elements of 
 are given as 

10 log , for	 1, … , , 

and 

, if	 ∈ ,

, if	 ∈ .
 

Having , ∀ ∈  at hand, and assuming that the noise is sufficiently small, from (2) 
we have 

, ∀ , ∈ ∪ , (8) 

where 10  and 10 . 

Similarly, from (3) and (4) we get 

0, ∀ , ∈ , (9) 
and 
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	cos , ∀ , ∈ , (10) 

where sin , cos , 0 and 0, 0, 1 . Following the LS criterion, from 
(8), (9) and (10), we obtain the following optimization problem 

arg	min
,

∈∈ ∪

cos
∈

. 
(11) 

Although the problem in (11) is non-convex, it can be readily transformed into a convex 
one, by applying appropriate relaxation. To do so, introduce auxiliary variables  

, ∀ ∈ , for	 1, … ,  and ,  and  

 where , ∀ ∈ , for	 1, … , , 

, ∀ ∈ , for	 1, … , , and 	cos , ∀ ∈
, for	 1, … , . Then, problem in (11) can be rewritten as 

minimize
, , , , ,

	‖ ‖ ‖ ‖ ‖ ‖  

subject to 
, ∀ ∈ , for	 1, … , , 

, ∀ ∈ , for	 1, … , , 

, ∀ ∈ , for	 1, … , , 

cos , ∀ ∈ , for 1, … , . 

(12) 

Introduce epigraph variables ,  and , to obtain the constraints ‖ ‖ , ‖ ‖  
and ‖ ‖  from the objective function. Apply SOCR technique to relax the constraints 

 and ‖ ‖  into conic constraints  and ‖ ‖ , 
respectively. Then, the problem in (12) is transformed into the following second-order 
cone programming (SOCP) problem [13, Ch. 4] 

minimize
, , , , , , , ,

 

subject to 
, ∀ ∈ , for	 1, … , , 

, ∀ ∈ , for	 1, … , , 

, ∀ ∈ , for	 1, … , , 

cos , ∀ ∈ , for	 1, … , , 
2
1 1, 

2
1 1, 2

1
1. 

(13) 

Let us define  as the set of colors (numbers) of the nodes in order to manage the network 
and avoid message collision [14]. We summarize the proposed SOCP algorithm for 
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unknown  in Algorithm 13.1. The algorithm is explained in three parts. First part 
includes lines 1 12, where we estimate the targets’ locations by solving the proposed 
SOCP estimator in (13),  times. Lines 7 9 are introduced in order to minimize the 
oscillations in the location estimates. Second part involves lines 14 18, where in the -
th iteration we use the last location updates to find the estimate of , , at each target 
node. Owing to our assumption that  is identical for all nodes, we execute an average 
consensus algorithm in order to in order to get the average estimated value of , . To 
do so, the local-degree weights method [15] is exploited, since it is particularly suitable 
for distributed implementation and guarantees convergence (provided that the graph is not 
bipartite). The final part of our algorithm covers lines 1 12 , starting at 1)-th 
iteration. In this part, we take advantage of the  estimate to update the targets’ location 
estimates by solving (13) as if  is known. To solve (13) for known , we just have to 

compute ̂ 10  and plug in this estimated value into (13). We refer to the proposed 
distributed algorithm as “SOCP” in the remaining text. 

Algorithm 13.1. The proposed distributed SOCP algorithm 

Require: , ∀ ∈ , , ∀ ∈ , , ,  
1. Initialize: ← 0 
2. repeat 
3.    for 1,… ,  do 
4.       for all ∈  (in parallel) do 
5.          Collect , ∀ ∈ ∪  

6.          ←
solve	 13 ,												 if
solve	 13 	using	 , if

 

7.          if  1 then 

8.             ←  
9.         end if 

10.       Broadcast  to , ∀ ∈ ∪  
11.       end for 
12.    end for 
13. ← 1 
14. if  then 
15.    for all ∈  (in parallel) do 

16.       ←
∑ ∈ ∪	

	
 

17.    end for 
18. end if 
19. begin consensus 

20.    ← ∑  

21. end consensus 
22. until  
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13.4. Complexity Analysis 

The worst case computational complexity of an SOCP algorithm is given as [16] 

√ , (14) 

where  is the number of the second-order cone constraints,  is the number of the 
equality constraints, and  is the dimension of the -th second-order cone. In (13),  

, , and  (for , … , ), 	
 (for , … , ) and  (for  
, … , ), where  represents the space dimension, 	

 and . Therefore, according to (14), the worst case computational 

complexity of the proposed algorithm is of the order: 

. . From this result, one can conclude that the computational complexity of 

distributed algorithms is dependent on the size of the neighborhood fragments, and not on 
the size of the network. 

13.5. Performance Results 

This section presents a set of results obtained through computer simulations to obtain the 
performance of the proposed approach in terms of estimation accuracy and convergence. 
To the best of authors’ knowledge, no distributed hybrid range/angle algorithms are 
available in the literature, and modification of the existing centralized algorithms is not 
straightforward to distributed setting. To show the advantage of merging two radio 
measurements versus traditional localization systems, we include also the performance 
results of the proposed method when only RSS measurements are engaged, called here 
“SOCP2RSS”. All of the presented algorithms were solved by using the MATLAB package 
CVX [17], where the solver is SeDuMi [18]. 

As the main performance metric, we opted to use the normalized root mean square error 
(NRMSE), defined as 

NRMSE
1

, 

where  denotes the estimate of the true location of the -th target, , in the -th Monte 
Carlo ( ) run. We consider a random deployment of  targets and  anchors inside a 
cube region of length  in each  run. This setting is interesting because the algorithms 
are tested against different network topologies, and their robustness to different scenarios 
is examined. To make the comparison of the considered approaches as fair as possible, we 
first obtained 500  targets' and anchors' locations, as well as noise realizations 
between two sensors ∀ , ∈ ∪  in each  run. Also, we made sure that the 
network graph is connected in each  run, and the localization problem was solved for 
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those settings. In all simulations presented here, the reference distance was set to  
1 m, the reference path loss to 40 dB, the communication range of a sensor to 
6.5 m, and the PLE was fixed to  3. However, in practice it is almost impossible 

to perfectly estimate the value of the PLE. Thus, to account for a realistic measurement 
model mismatch and test the robustness of the considered approaches to imperfect 
knowledge of the PLE, the true PLE for each link was drawn from a uniform distribution 
on an interval 	 ∈ 2.7, 3.3 , ∀ , ∈ ∪ . Finally, we assumed that the initial 

guess of the targets' locations, , ∀ ∈ , is in the intersection of the big diagonals of 
the cube area. 

Fig. 13.2 illustrates the NRMSE versus  performance comparison for different . One 
can see from the figure that the performance of all methods improves as  and/or  
increases. This behavior is anticipated since the algorithm is expected to progress 
gradually with , and more realiable information is available in the network with the 
increase of . Moreover, a saturation of the SOCP curve can be noticed at 3; hence, 
at this point we obtain an estimate of , and we resume our algorithm as if  is known. 
This action explains a sudden performance boost in the SOCP curve after 3. Also, for 

20 at 3, we can observe that the proposed hybrid algorithm has marginally worse 
performance than the traditional one which uses RSS measurements only. Apart from the 
fact that SOCP2RSS uses the true value of , this anomaly can be explained to some extent 
by the fact that the hybrid algorithm is affected by relativey high noise level for angle 
measurements, and that  is significantly larger than . We can see that for 30 this 
peculiarity disappears. Finally, it can be argued that the new algorithm performs 
exceptional, achieving its lower bound, given by the results of the proposed approach 
when the real value of  is used (labeled here as “SOCP2”), for all . 

 

Fig. 13.2. NRMSE versus  comparison, when 60, 6.5	m, 3	dB,
6	deg, 6	deg, ∈ 2.7, 3.3 , 3, 20	m, 40	dB, 1	m, 500. 

Fig. 13.3 illustrates the NRMSE versus  performance for different . From the figure, it 
can be seen that the proposed algorithm requires a slightly higher number of iterations to 
converge when  is increased, as predicted. Nevertheless, the performance of the new 
algorithm does not deteriorate as  is increased, and once again it reaches its lower bound 
for all settings. 
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Fig. 13.3. NRMSE versus  comparison, when 30, 6.5	m, 3	dB,
6	deg, 6	deg, ∈ 2.7, 3.3 , 3, 20	m, 40	dB, 1	m, 500. 

Figs. 13.4, 13.5 and 13.6 respectively illustrate the NRMSE versus  (dB),  (deg) 

and  (deg) performance for 15. In these figures, it can be observed that the 

performance of the proposed algorithm exacerbates with the quality of a certain 
measurement, as foreseen. We can also see that the quality of the RSS measurements has 
the most significant impact on the performance of the proposed algorithm, while the error 
in the azimuth and elevation angle measurements have marginal influence on the 
performance. This is not surprising, since the AoA measurements are acquired at the 
anchors only, while RSS measurements were obtained by all nodes in the network. Even 
so, one can see from Fig. 13.4 that the performance loss is lower than 15	% for the 
proposed algorithm, which is relatively low for the considered noise range. Finally, we 
can see from Figs. 13.4, 13.5 and 13.6 that the performance of the proposed algorithm is 
excellent in all scenarios, performing very close to its lower bound. 

 

Fig. 13.4. NRMSE versus  (dB) comparison, when 30, 50, 6.5	m,	
6	deg, 6	deg, ∈ 2.7, 3.3 , 3, 20	m, 40	dB, 1	m,

15, 500. 
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Fig. 13.5. NRMSE versus  (deg) comparison, when 30, 50, 6.5	m,	
3	dB, 6	deg, ∈ 2.7, 3.3 , 3, 20	m, 40	dB, 1	m,

15, 500. 

 

Fig. 13.6. NRMSE versus  (deg) comparison, when 30, 50, 6.5	m,	
3	dB, 6	deg, ∈ 2.7, 3.3 , 3, 20	m, 40	dB, 1	m,

15, 500. 

13.6. Conclusions 

In this work, we addressed a distributed algorithm for hybrid RSS/AoA localization 
problem for the case where the transmit powers are identical for all nodes and not known. 
To solve this very challenging problem, we have derived first a novel non-convex LS 
estimator, which tightly approximates the ML one for small noise levels and is suitable 
for distributed implementation. We have showed that, by applying appropriate SOCR 
technique, the derived estimator can be transformed into a convex one. After a certain 
number of iterations, we took advantage of the obtained location estimates to calculate the 
ML estimate of the transmit powers at each node. The local degree weights method was 
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then applied in order reach a consensus about the transmit power estimates between the 
nodes, and our algorithm was continued as if the transmit powers were known. The 
obtained results confirm that the new approach efficiently solves the localization problem, 
offering accurate localization in just a few iterations. 
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Chapter 14 
Environmental Data Recovery Techniques 
and its Applications using Polynomial 
Regression in the Sensor Network Systems  

Noboru Ishihara, Yoshihiro Yoneda, Koji Kurihara, Takashi 
Suganuma, Hiroyuki Ito, Kunihiko Gotoh, Koichiro Yamashita 
and Kazuya Masu1 

14.1. Introduction 

In the Internet of Things (IoT) era [1], the wireless sensor networks (WSNs) play an 
important role in aggregating the data. The WSNs use a plenty of wireless sensor nodes 
to monitor environmental parameters, such as temperature, humidity, pH, light, air 
pressure and so on. WSNs have many possible applications, ranging from structural health 
monitoring to field monitoring. Thanks to the progress in microelectronics based on the 
integrated circuit technology, small wireless sensor nodes with low power consumption 
have been achieved and suitable for the IoT systems. Thus, several companies and 
universities around the world are increasingly focused on the development of WSNs 
toward IoT era [2-7]. However, problems exist with data loss owing to data collision 
between the sensor nodes and electromagnetic noise. As the interval of aggregate data is 
not fixed in the time and space domains, digital signal processing using Fourier or wavelet 
transforms cannot be applied directly to the aggregated data. Moreover, noise degrades 
the data accuracy. Because the environmental characteristics have various waveforms, 
data reliability cannot evaluated by signal analysis. To overcome these problems, various 
techniques, such as data collection timing [9], redundant system [10], data recovery [11], 
have been used to increase data reliability. 

In this chapter, polynomial regression for environmental data recovery based on the 
correlations among the environmental data is applied [12, 13]. Environmental 
characteristics are recovered from aggregated data of the sensor nodes using polynomial 
regression. Thus, data loss is tolerated, and the data can be analyzed easily. Basic 
sinusoidal environmental variations are assumed to evaluate the data recovery function 
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with polynomial regression. If the sinusoidal characteristics can be modeled appropriately, 
arbitrary waveform characteristics, such as single-shot, periodic and non-periodic 
waveforms, can also be modelled theoretically. The recovered data accuracy is evaluated 
by comparing the recovered and source characteristics. 

It is also proposed a data reliability evaluation flow that does not rely on signal analysis 
[14]. It is clarified the relation between the accuracy of the recovered characteristics and 
the polynomial regression order, and the effects of data loss and number of sensor nodes 
is analyzed. Furthermore, it is shown that the use of polynomial regression has the 
advantage of low-pass filtering that enhances the signal-to-noise ratio (SNR) of the 
environmental characteristics. In addition, it is shown that polynomial regression can 
recover arbitrary environmental characteristics. 

In Section 14.2, the environmental data recovery technique based on polynomial 
regression is introduced. In Section 14.3, the reliability of the recovered data is discussed. 
The frequency domain characteristics are evaluated in Section 14.4. In Section 14.5, we 
confirm the ability of polynomial regression to recover arbitrary environmental 
characteristics. Application results of data recovery for measured environmental 
characteristics are described in Section 14.6. Finally, the conclusions are drawn in Section 
14.7. 

14.2. Environmental Data Recovery Using Polynomial Regression 

The aggregated data analysis is shown in Fig. 14.1. If the interval of the aggregated 
sampled data is fixed, the environmental data characteristics can be analyzed directly 
using Fourier or wavelet transforms. However, when the interval of the data is not fixed, 
the data cannot be directly analyzed. Therefore, continuous environmental characteristics 
are recovered from the aggregated data, and then, the fixed interval data are resampled 
from the recovered characteristics. 

 

Fig. 14.1. WSNs system using polynomial regression. 
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14.2.1. Environmental Data Recoveries Using Polynomial Regression 

There are several ways of expressing the recovered characteristics, e.g., Fourier series 
expansion, polynomial regression, interpolation and so on. Polynomial regression is 
simple and suitable for expressing continuous characteristics as it tolerates data loss  
[15-17]. However, polynomial regression is not good at expressing characteristics with 
many inflection points. If the frequency band is limited, the environmental characteristics 
at the limited bandwidth can be expressed using polynomial expressions. Therefore, 
polynomial regression is used in environmental data gathering and recovery. When one-

dimensional data are T
Nttt ],,[ 1   and the environmental data are T

Nddd ],,[ 1  , the 

environmental source characteristics function )(tfW  can be recovered and recovered 

function )(tf R   is 

  



m

i

i
iR tatf

0

)( , (14.1) 

where T
maaa ],,[ 0   is the coefficient vector. The value of a is obtained using at least-

squares methods. m is the order of polynomial equation. For two-dimensional data 
obtained by sensor nodes arranged in coordinates (x1,y1),…. ,(xN,yN) and coordinates 

T
Nxxx ],,[ 1   and  T

Nyyy ],,[ 1  , the recovered function is 
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where the coefficient vector a is the column vector. It’s size is 1
2

)2)(1(


 mm . 

14.2.2. Data Reliability Evaluation Flow 

14.2.2.1. Evaluation Flow 

The reliability evaluation flow is shown in Fig. 14.2. Two-dimensional data are assumed 
in the evaluation. The environmental source characteristic function is ),( iiW yxf . To 

consider the effect of noise and data loss, the sensor node model is defined. When the 
noise is expressed as ),( iiN yxf , the sampled data with noise  ),( iiS yxf  can be expressed as 

 ),(),(),( iiNiiWiiS yxfyxfyxf  . (14.3) 

To evaluate the effect of data loss, the following function is added. 
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where ),( iiO yxf  represents the sampled data considering the effect of noise and data loss. 

The amount of data in ),( iiO yxf  decreases compared with the number of ),( iiS yxf . The 

error of the recovered data is defined as 

 ),(),(),( yxfyxfyxf WRE  .  (5) 

The data accuracy that is sampled at fixed intervals using the above continuous functions 
is compared with the accuracy of the evaluated data. The root mean-square error (RMSE) 
at each comparison point is defined as data reliability. RMSE is given by 

 (%)100)),((
1 2  yxfmeanRMSE E
W

. (14.6) 

In the evaluation, we carry out 1000 iterations to minimize the effect of noise variation 
and data loss. 

 

Fig. 14.2. Data reliability evaluation flow. 
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14.2.2.2. Parameter Setting 

To evaluate the data recovery reliability, the following conditions are considered. 

14.2.2.2.1 Sinusoidal Environmental Characteristics 

The correlations among the actual environmental data are complex. However, to 
determine a generalized index, it is preferable to use simple data characteristics. In this 
study, a sinusoidal wave is assumed as the basic environmental characteristic because any 
arbitrary characteristic can be expressed as a linear combination of a sinusoidal wave. The 
following equations are the sinusoidal functions used for one- and two-dimensional data. 

 )2sin(
2

)(  
L

tA
tf PP

W   .  (14.7) 

 )
)()(

2sin(
2

),(
2

0
2

0  



L

yyxxA
yxf PP

W
.  (14.8) 

where (x0,y0) is showing the position of the wave generation source, App is the peak-to-
peak amplitude, L is the wavelength and  is the phase. 

14.2.2.2.2 Observation Region 

The observation region is the region where the polynomial regression is applied. The 
observation region is partitioned and then polynomial regression is applied to each 
partition. Each data recovery function is joined to express the characteristics of the 
observation region. The partitions of the region are determined by the cycle (wavelength) 
of the highest frequency of the environmental characteristics. 

14.2.2.2.3 Number of Sensor Nodes 

The sensor nodes are arranged at equal intervals in the observation region, including the 
upper boundary. In the case of two-dimensional structures, the sensor nodes are set on a 
grid. The density of the sensor nodes is represented by the number of sensor nodes N in 
the observation region. When the analysis is in the time domain, the one-dimensional 
coordinate axis is evaluated with respect to the time axis. In this case, the number of sensor 
nodes in the observation region represents the number of sampled data. 

14.2.2.2.4 Noise 

Electromagnetic noise generated at the sensor interface consisting of an amplifier and an 
analogue-to-digital converter and electromagnetic noise in the environment mainly 
contribute to data noise. The SNR is defined by following equation. 
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 )var(

)var(
log10 10

N

S

f

f
SNR  .  (14.9) 

14.2.2.2.5. Data Loss 

Data loss occurs because of data collisions or intermittent failures in the wireless 
communication. To simulate the effect of data loss, we use a pseudorandom data 
generation technique in the evaluation. 

14.3. Data Reliability of Periodic Characteristics 

The reliability of recovered data that are resampled from the recovered function is 
evaluated by comparing with the environmental source characteristics function. The data 
reliability is evaluated using the conditions described in the previous section. Fig. 14.3 
shows the sinusoidal signal that is assumed as the environmental characteristics of one- 
and two-dimensional conditions. 

The SNR at each sensor node is set to be 40 dB. Therefore, the reference position of the 
RMSE is determined as 1.0 %. When the number of sensor nodes is increased, the 
reference position of the RMSE is 0.5 %. Without sensor node noise, the reference 
position of the RMSE is 0.25 %. 

14.3.1. Application Range of the Polynomial Regression 

Firstly, the relation between the partition region cycle and RMSE was analyzed by 
changing the order of the polynomial without the sensor node noise. The number of sensor 
nodes is ten for the one-cycle partition region in the one-dimensional case and 10 x 10 for 
the one-cycle partition region in the two-dimensional case. We also examined the five-
cycle partition region and monitored the maximum error. Results for the one- and two-
dimensional sinusoidal signals (Fig. 14.3) are shown in Fig. 14.4. For 0.25 % error and 
one-cycle partition region, the order of the polynomial should be higher than seven for 
one- and two-dimensional signals. 

14.3.2. Effect of Sensor Node Number 

The number of sensor nodes is thought to strongly affect the data reliability. The relation 
between the number of sensor nodes and RMSE was analyzed when the case of SNR is 
50, 40 and 30 dB at each sensor node. And ninth-order polynomial was used in the analysis. 
The results for the one- and two-dimensional cases are shown in Fig. 14.5. Obviously, the 
errors are reduced with the number of sensor nodes. 

The increasing number of sensor nodes reduced the RMSE owing to noise. Fig. 14.6 
shows the results for the required SNR at each sensor node when the RMSE is 0.25 %, 
0.5 % and 1 %. The precision of each sensor node is improved by increasing the number 
of sensor nodes. 
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 (a) one-dimensional case.  (b) two-dimensional case. 

Fig. 14.3. Examples of the recovery function. 

 
 (a) one-dimensional case  (b) two-dimensional case 

Fig. 14.4. Precision of polynomial regression. 

 
 (a) one-dimensional case.  (b) two-dimensional case. 

Fig. 14.5. Required number of sensor nodes. 
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 (a) one-dimensional case.  (b) two-dimensional case. 

Fig. 14.6. Sensor accuracy. 

There are two ways to improve the data reliability. The first is to increase the number of 
sensor nodes and the second is that sensor nodes should be high SNR. If the number of 
sensor nodes is increased four times, the RMSE decreases by 50 %. If the SNR of each 
sensor node is improved by 6 dB, the RMSE decreases by 50 %. 

14.3.3. Effect of Data Loss 

The relation between data loss rate and the RMSE was analyzed. A ninth-order 
polynomial and 40-dB SNR at each sensor node was assumed. The number of sensor 
nodes was selected to satisfy the RMSE of 0.5 % and 0.25 %. In the one-dimensional case, 
36 and 149 nodes were selected for the analysis. In the two-dimensional cases, 225 and 
841 nodes were selected in the evaluation. 

The results for the one- and two-dimensional cases are shown in Fig. 14.7.  

 
 (a) one-dimensional case.  (b) two-dimensional case. 

Fig. 14.7. Data loss robustness. 
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The RMSE increases with data loss rate, of course. However, by increasing the number 
of sensor nodes, the RMSE decreases. The number of sensor nodes satisfies the RMSE of 
0.25 % adequately, whereas the data loss rate is 60 % for RMSE of 0.5 % in the one-
dimensional case and 65 % in the two-dimensional case. These results suggest that a 
redundant system can enhance the data reliability by increasing the number of sensor 
nodes. 

14.4. Reliability in the Frequency Domain 

The reliability of the recovered data using polynomial regression was also evaluated in 
the frequency domain [18]. The fast Fourier transform (FFT) was applied to the recovered 
data. 

14.4.1. FFT Analysis 

The one-dimensional sinusoidal environmental characteristics are assumed to be the same 
as in the previous sections. Recovered data at fixed intervals are obtained by sampling the 
data recovered by polynomial regression. FFT is applied to the recovered data. The signal-
to-noise and distortion ratio (SNDR) and spurious-free dynamic range (SFDR) were 
evaluated. The SFDR is used to discuss the effect of harmonic distortion. 

When the fundamental frequency is 0f  , the number of FFT points is POINTFFT  and the 

sampling frequency is SF , 0f  is given by 

 
POINT

S

FFT

F
f 0

. (14.10) 

Therefore, the input signal frequency inf  and wavelength of the input signal per division 

in  is 

 0fkfin  . (14.11) 

 
n

in D

k
 , (14.12) 

where nD  is the number of divisions and k is an integer number. 

14.4.2. Reliability in the FFT Analysis 

14.4.2.1. Effect of Input Signal Cycle (wavelength) 

The relation between signal cycle (wavelength) in the polynomial regression and the 
evaluation indices of gain, SNDR and SFDR was analyzed using FFT. In the analysis, a 
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ninth-order polynomial, 40-dB SNR at each sensor node, 32 divisions dividing FFT points 
into partition region and 1024 of FFT points are assumed. Evaluation conditions are 
summarized in Table 14.1. 

The results are shown in Fig. 14.8. This is showing the relation between input frequency 
cycle (wavelength) for polynomial regression and the evaluation indexes. Decreases of  
1 dB are tolerated by the SNDR and SFDR and for wavelength with the maximum 
partition of 1.6 cycles. Above 1.6 cycles, the partition region signals are filtered out. The 
gain is flat up to the three-cycle partition region. Thus, the polynomial regression acts as 
a low-pass filter. This means that the SNDR and SFDR are improved because the 
polynomial regression limits the bandwidth of the environmental signals. 

Table 14.1. Conditions of FFT analysis. 

Parameters Condition 
Noise 40 [dB] 
Polynominal regression order 9 
FFT point 1024 
Divisions 32 

 

 

Fig. 14.8. SNDR, SFDR and gain vs. input wavelength. 

14.4.2.2. Effect of the Number of Sensor Node 

The number of sensor nodes per partition region is evaluated. The results are shown in 
Fig. 14.9. The FFT results for the source environmental signals were 40-dB SNDR and 
59-dB SFDR. For 13 sensor nodes, the SNDR is the same as the result of the source 
environmental signals. For 25 sensor nodes, the SNDR is the same as the result of source 
environmental signals. Higher SNDR and SFDR are possible by increasing the number of 
sensor nodes. By increasing the number of sensor nodes four times, both SNDR and SFDR 
improved by 6 dB. 
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14.4.2.3. Frequency Spectrum 

The frequency spectrum is evaluated by FFT. The results are shown in Fig. 14.10. Based 
on the results of Figs. 14.8 and 14.9, the 1.6-cycle (wavelength) input signal region and 
25 sensor nodes per partition region were assumed. Compared with the spectrum of the 
source environmental signal, the noise level of the high-frequency region is filtered out. 
Table 14.2 summarizes the result of FFT analysis. By limiting the observation region in 
the polynomial regression, both SNDR and SFDR are improved. 

 

Fig. 14.9. SNDR and SFDR vs. number of sensor nodes. 

 

Fig. 14.10. Frequency spectrum with and without recovered data. 

Table 14.2. Result of FFT analysis. 

 SNDR [dB] SFDR [dBc] 

(a) FFT 40.0 59.0 

(b) FFT 
(using recovered data) 

45.2 59.9 

Differences ((b)-(a)) +5.2 +0.9 
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14.5. Recovery for Environmental Arbitrary Characteristics 

In Sections 14.3 and 14.4, it was clarified that polynomial regression can recover the 
sinusoidal environmental characteristics. Polynomial regression for arbitrary 
characteristics is also validated by selecting the order of the polynomial equation for each 
partition region. Scale-space filtering (SSF) [19] and Akaike’s information criterion (AIC) 
[20-22] were used to select the partition region and the order of the polynomial regression 
based on aggregate data. Recovery of arbitrary data is done by following steps. 

[Step 1]: Select the partition region for polinoninal regression by using SSF. 

The SSF detects extreme values by the convolution of the Gaussian function. The partition 
region is obtained as the region between the extreme points. 

[Step 2]: Determine the polinoninal order for the partition region data. 

The AIC is a statistical measure that estimates the quality of the environmental source 
characteristics from aggregated data, including noise and data loss. The order of the 
polynomial regression for the partition region is obtained. In the calculation, practical  
c-AIC [22] is used. Fig. 14.11 is showing an example of Polynomial order extraction using 
c-AIC. c-AIC is applied for the data of fW(t) = sin(t) (0 ≤ t ≤ 1) with 40 dB SNR. When 
the order is 7th, c-AIC value is minimum as shown in Fig. 14.11(a). This is the appropriate 
order for polynomial regression. Recovered characteristic using 7th order polynominal 
regression is shown in Fig. 14.11 (b).  

Recovered

Error
for fW(t) = sin(t) (0 ≤ t ≤ 1)

with SNR=40 dB

(a) c-AIC for fW(t) = sin(t) (0 ≤ t ≤ 1)
with SNR=40dB.

(b) Recovered function.

7

 

Fig. 14.11. Polynomial order extraction by using c-AIC. 

By detecting the extreme values by SSF and estimating the quality of source 
characteristics between the appropriately selected extreme points by c-AIC, arbitrary 
characteristics can be recovered using polynomial regression [23]. 

Fig. 14.12 shows extreme values of arbitrary environmental characteristics with and 
without noise of 40-dB SNR detected by SSF. Time domain transient characteristic that 
have two peaks was supposed as the arbitrary environmental characteristics. Partition 
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regions can be obtained by using the extreme values as shown in Fig. 14.12. Without noise, 
partition regions can be divided clearly. When there are noises, observation region is 
divided into smaller regions. 

Observation
foc

Criterion Observation
foc

Criterion

 

      (a) without noise                                               (b) with noise (SNR = 40 dB) 

Fig. 14.12. Extreme values extraction using SSF. 

For those partition regions, the order of polynomial regression is thus optimized. The 
regions divided by the criterion of extreme values are the partition regions, and the order 
of the polynomial regression is set at each partition region. 

Fig. 14.13 shows the recovered data from arbitrary characteristics with and without noise 
of 40-dB SNR using the SSF, c-AIC and polynomial regression. The RMSE is under 0.1 % 
even when SNR is 40 dB; thus, the polynomial regression can obviously recover the 
arbitrary environmental characteristics. 

Recovered

Error

Recovered

Error

 

(a) without noise                                          (b) with noise (SNR = 40dB) 

Fig. 14.13. Recovered characteristics using c-AIC. 
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14.6. Application Results for Actual Measured Data 

In Section 14.5, it was clarified that polynomial regression can recover the arbitrary 
environmental characteristics. Therefore, polynomial regression was applied to the actual 
measured data. Two examples are shown in the section. 

14.6.1. Temperature Data in Time Domain 

Example of measured temperature data is shown in Fig. 14.14. The data was sampled at 
every 10 minutes from Jul. 17th, 2015 to Aug. 16th, 2015 (1 month) using thermos recorder 
placed in a farm. The temperature change which is day by day is observed. Polynomial 
regression techniques previously described were applied to the measured data of every  
12 hours. The polynomial order is the same for the each partition regions, and the 
polynomial order was optimized to be the minimum value of the RMSE in each the 
polynomial order.  

The recovered results are shown in Fig. 14.15. Table 14.3 summarizes the conditions for 
the temperature data recovery. Measured characteristics in Fig. 14.14 were recovered with 
the RMSE less than about ± 1 %.   This result shows the data recovery with the polynomial 
regression is applicable for the environmental data that changes successively at random. 

The effect of sampling period in the measurement was also evaluated. RMSE values are 
calculated, when sampling periods were 10, 20, 30, 40 and 60 minutes by thinning out the 
data. Table 14.4 is showing the results. As increase of sampling period, RMSE is increased 
and required polynominal order is decreased. If RMSE of 3 % is tolerable, 60-minites 
sampling period is enough for measurement. This measuring time period can be feedback 
to measurement system conditions. 

 

Fig. 14.14. Measured temperature 
characteristics. 

Fig. 14.15. Recovered temperature 
characteristics. 
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Table 14.3.  Data recovery conditions for measured temperature. 

Parameters Conditions 

Term 
from Jul. 17th, 2015 
to Aug. 16th, 2015 

Interval of Sampling 10 minutes 

Number of the partition region 60 
Number of samples 
(1/one partition region) 

36 

Polynomial order 8 

 

Table 14.4. Measurement time period dependency on and RMSE and polynominal order. 

Time period 10 min. 20 min. 30 min.  40 min. 60 min. 
RMSE( %) 1.97 2.07 2.32 2.95 2.95 
Polynomial order 8 10 5 5 4 

 

14.6.2. Acceleration Data in Frequency Domain 

Recovery of measured acceleration sensor data was also examined with the polynomial 
regression techniques. Recovered frequency spectrum was compared with measured 
characteristics. Data recovery conditions for measured acceleration data is shown in the 
Table 14.5. Acceleration sensor data was measured with 10-Hz signal vibrator supposing 
person’s health monitoring. The sampling frequency of acceleration sensor was 50 Hz. 
Polynomial regression was applied to every 32 data of the acceleration sensor data 
measured. 

Table 14.5. Data recovery conditions for measured acceleration. 

Parameters Conditions 
Input frequency 10 [Hz] 
Sampling frequency 50 [Hz] 
Number of the partition region 32 
Number of samples 
(1/one partition region) 

32 

Polynomial order 13 

 

The results are shown in Fig. 14.16. The LPF effect is observed in the data recovered. And 
in the low frequency region including the 10-Hz signal, it can be seen that there is no 
difference between the power spectrums measured and power spectrums recovered. 

Table 14.6 is showing the calculation results of SNDR and SFDR, SNDR is improved by 
3.09 dB by the LPF effect. 

The effect of the polynomial regression in the frequency domain was confirmed with the 
acceleration sensor data measured. 
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Fig. 14.16. Data recovery for measured acceleration. 

Table 14.6. SNDR and SFDR for the acceleration data. 

 FFT SNDR(dB) SFDR(dBc) 
Ref. -5.69 10.66 
Using polynominal regression -2.6 10.66 

 

14.7. Conclusions 

In this chapter, environment data recovery techniques using polynomial regression for 
sensor networks have been examined and discussed.  

(1) A data reliability evaluation procedure for WSNs was proposed with polynomial 
regression. 

(2) The recovered data reliability depends on the order of the polynomial regression; the 
number of sensor nodes, the effect of noise and data loss were quantified. 

(3) From FFT analysis, it is seen that polynomial regression act as a low-pass filter. Data 
recovery using polynomial regression enhances the SNDR or SFDR in the WSNs system. 

(4) Polynomial regression can recover arbitrary environmental characteristics and can be 
used with SSF and c-AIC. 

(5) Proposed polynomial regression techniques were successfully applied to two kinds of 
measured data; temperature and acceleration.  

In conclusion, environmental data recovery using polynomial regression can be useful for 
practical sensor networks. 
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Chapter 15 
Robust Header Compression for the Internet 
of Things 

Pekka Koskela, Mikko Majanen and Mikko Valta1 

15.1. Introduction 

Due to the extensive growth of Internet of Things (IoT), the number of wireless devices 
connected to the Internet is increasing and will continue to increase remarkably in the near 
future. For example, Gartner estimates that the IoT, which excludes PCs, tablets and 
smartphones, will grow to 26 billion units installed in 2020, representing an almost  
30-fold increase from 0.9 billion in 2009 [1]. 

In wireless IoT networks, the available bandwidth and energy is often restricted. 
Therefore, all means for saving those resources are welcome. The biggest resource 
consumption source is radio communication, including both transmission and reception 
[2]. One efficient way to control transmission and reception is the utilization of the duty-
sleep cycle control of the radio with a MAC protocol [2]. Another effective way to reduce 
radio transmission, which supplements the previous approach, is the utilization of packet 
compression. The packet compression can be targeted to cover only header or payload 
part, or both parts of the packet. 

IoT devices, e.g., sensors, periodically report their current data values to the cloud services 
in the Internet. Thus, the transmitted data may be only couple of bytes, whereas the 
protocol headers of the packet (MAC, IP, TCP/UDP, etc.), are many tens of bytes. This 
big header overhead is the motivation behind the compression of packet headers and the 
design of lightweight protocols with small headers. For instance, the header of the 
traditional application layer protocol, Hypertext Transfer Protocol (HTTP), can take easily 
over 40 bytes, whereas replacing HTTP with Constrained Application Protocol (CoAP) 
[3] can drop the header size to less than 10 bytes. 

In this chapter, we summarize our previous work related on header compression [4-6] and 
discuss further on the topic. We first give a brief description of packet compression 
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techniques in Section 15.2, which is followed by a more careful presentation of the 
evolution of header compression and a comparison between different header compression 
methods in Section 15.3. In Section 15.4, we present the CoAP profile for Robust Header 
Compression (ROHC) and study its performance in fast (LTE, WLAN) and low speed 
(XBEE) radio networks. Finally, Section 15.5 concludes this work. 

15.2. Packet Compression Techniques 

There are several compression techniques, see for example recent surveys in [6-9]. In this 
section, we shortly summarize the main compression techniques that are depicted in  
Fig. 15.1. 

 

Fig. 15.1. Compression techniques. 

Aggregation is an efficient method to compress data whenever it is suitable for the 
function in question. The problem of using aggregation is that it will reduce information 
like by averaging, and the network structure and routing has to support aggregation. The 
other shortage is that if packet loss exists, then losing one aggregated packet means losing 
several original packets, especially when no packet caching is used. During decades, 
numerous aggregation schemes have been proposed, in which the most recent ones, e.g. 
[10] and [11], consider also security issues. 

Network coding: Depending on the information, there may be a possibility to define 
sequences, which are repeating inside the message(s). By utilizing the repeated 
information, it is possible to describe the same information in a shorter way and to achieve 
compression in that way. 

In traditional routing networks, packets are cached and forwarded separately downstream, 
even if they have the same destination. In network coding, the messages are merged and 
the code and the accumulated result are forwarded to the destination. After receiving the 
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accumulated message, it is decoded at the destination. Network coding techniques for 
wireless sensor networks (WSN) are discussed more carefully in [12]. 

There are several methods with varied complexity for describing the repeated information. 
Depending on the method, the decompression will return exactly the original data or it 
may have some losses or mistakes. In general, the method with more complexity will 
provide more lossless compression and better compression rate. 

Distributed vs. local and symmetric vs. asymmetric: Compression operation can be 
carried out locally at the node or it can be distributed to several nodes in order to share the 
load between the nodes. Load sharing may help especially nodes that have scarce of 
resources. Usually, capabilities of network devices vary. Terminal nodes, like sensor 
nodes, have least resources whereas core network devices, like servers, can share their 
resources. Often a distribution is an asymmetric system, where the most capable devices 
take care of the highest load and thus save the resources of the terminal nodes. 

Lossy & lossless: Depending on the data reconstruction after the decompression, 
compression methods can be divided into lossy and lossless techniques. Lossless 
techniques aim to return exactly the original data, whereas lossy techniques give only an 
approximation of the original data. Generally, lossy algorithms provide higher 
compression, but also higher data loss. Which approach will fit best depends on the 
requirements of the application. For instance, in video and voice applications, lossy 
compression may be accepted, but data loss or a wrong value may cause serious problems 
in the case of control measurements. 

Stateless or stateful: Stateless compression does not require any per-flow state, which 
could be corrupted during the change in wireless connection. The idea of the stateless 
compression is based on the assumption that some content between the sender and the 
receiver is well-known and thus can be assumed or extrapolated from the received data. 
That kind of data is for instance the static parts of the protocols’ header data, like the 
network prefix, which can be compressed into a single bit. If similar data is already 
available in several protocol headers, like checksum, then that data can be removed. 

In the case of stateful compression (or shared-context), there will always be negotiation 
between the sender and the receiver. During the negotiation, the sender and the receiver 
agree on the semantics how the compression will be performed. When the compression is 
used, the sender and the receiver have to agree from time to time that the compression 
state is still valid. 

The advantage of the stateful approach compared to the stateless is that it will allow much 
higher compression rate than the stateless. For instance, in a data flow, almost all header 
information can be compressed under one ID flag. Another advantage of the stateful 
approach is that it is more dynamic because there is no need to assume anything before 
the negotiation and so the packet formats can change freely. 

Because of the nature of wireless communication, there will always be some packet loss 
and bit errors during messaging. If the losses and errors are significant, then stateless 
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approach will outperform stateful, because the stateless approach does not need any pre-
configuration before compression. In the case of stateful compression, if an error or a loss 
happens, then pre-configuration must be redone, which causes extra control traffic. So, 
maintaining the flow states will be difficult [13]. This makes pure stateful solution, despite 
it has a better compression rate, applicable only in good link conditions. 

Resource-constrained devices must also consider memory usage and computational 
complexity. From this point of view, the stateless approach is more efficient, because it 
does not need any state establishment or management, and it has a simpler source code. 

Non-adaptive and adaptive: In general, an adaptive compression can adjust system to 
environmental changes, which can be, for example, changes in the data type or connection 
performance. The connection can be improved, for instance, by chancing the 
communication interface or operation of the link layer (L2), or utilizing multipath routing 
to get better connection.  Adaptivity makes the system more complex, but at the same 
time, it provides better performance in changing circumstances. 

Header Compression: The network packet can be divided into two parts: the header and 
the payload part. From the compression point of view, the header part is interesting 
because there is redundant data among different protocol headers and, especially, between 
consecutive packets that belong to the same flow. This kind of redundant data can be 
elided [8, 14]. For example, many header fields remain constant or change according to a 
known pattern between packets. Over a single link, not all that data is needed and part of 
it can be temporarily removed, i.e., the full packet will be re-created on the receiving side 
of the link. In the next section, we will take a closer look to different header compression 
solutions. 

15.3. Development of Header Compression 

Header compression is not a new idea, but compression standards are still evolving. The 
first header compression scheme, CTCP (i.e., VJ compression) [15], compresses 
TCP/IPv4 headers and it was presented in 1990. The evolution continued when IPHC [16] 
and CRTP [17] were presented in 1999 with wider protocol support (UDP, RTP and IPv6) 
and improvements in packet loss handling. The next evolution step was presented in 
ROHC [18] in 2001 and 6LoWPAN [19] in 2007. ROHC presents a robust compression 
scheme with modular protocol support, i.e., protocol profiles. 6LoWPAN presents a 
compact solution aimed for IoT environment. In the next subsections, we will discuss 
more carefully the above mentioned header compression solutions and compare them to  
each other. 

15.3.1. Van Jacobson Header Compression (CTCP) 

CTCP header compression defines compression for TCP/IP(v4) datagrams, which was 
specifically designed to improve TCP/IP performance over slow serial links, with bit rate 
around 300 bps. The primary idea behind the compression was to define per-packet 
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information that likely to stay constant over the connection. In the compression, the 
constant bits can be omitted and the changed bits can be indicated with a bitmask. The 
bitmask tells the difference between the previous and the current packet and that way only 
the differences in the changing fields are sent rather than the whole fields themselves. In 
practice, this is done by saving the states of the TCP connections at the both ends of the 
link, and sending only the differences in the header fields that changed. Van Jacobson 
compression reduces the normal 40 byte TCP/IPv4 packet headers down to 3-4 bytes in 
average, see Fig. 15.2. Because the scheme is designed only for low bandwidth 
connections, where bit errors and packet loss are not a big issue, it works well there. When 
the bit error rate (BER) increases over 10-4, the scheme does not perform well [20]. This 
is mainly due to that the scheme does not have its own feedback and recovery mechanism 
concerning packet loss, instead it relies on TCP’s own recovery mechanisms. Nowadays, 
it is well known that TCP’s recovery mechanisms for packet loss do not perform well in 
wireless connections [21]. 

 

Fig. 15.2. CTCP header compression. 

15.3.2. IP Header Compression (IPHC) 

In general, IPHC is based on a similar compression and decompression idea as CTCP, 
where known data is compressed and decompression is done based on the saved context 
information of the compression. The main development step that IPHC brought in was 
that it supports UDP, IPv6 and extension headers in addition to TCP. Moreover, IPHC 
improved error recovery mechanisms (important especially in lossy links) and supported 
multiple IP header compression (in case of tunneling of IP packets) and allowed 
extensions for multi-access links and multicast. There also described two additional 
mechanisms that increase the efficiency of TCP header compression over lossy links. 
When many packet streams (several hundreds) traverse the link, a phenomenon known as 
context ID (CID) thrashing can occur. In CID thrashing, headers cannot be matched with 
an existing context and have to be sent uncompressed or as full headers. 

15.3.3. Compressing RTP Headers (CRTP) 

CRTP uses similar compression approach like CTCP and IPHC. As a new thing, it 
provides support for RTP protocol. As additional features, CRTP brings in a method for 
reporting packet loss information. The information contains a health report of packets and 
compression level that sources are capable to adapt. CRTP replaces the IPv4, UDP, and 
RTP headers (40 bytes) with a 2-4-byte context ID (CID), as depicted in Fig. 15.3. 
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Fig. 15.3. CRTP header compression. 

15.3.4. Robust Header Compression (ROHC) 

ROHC has similar idea like above, where compressed packets are decompressed based on 
the saved context data in the decompression side. One main difference for previous 
compression schemes is that the whole compression process is divided into different states 
depending on the link performance. The states are maintained within two finite state 
machines: one at a compressor and the other at a decompressor. The compressor states are 
Initialization & Refresh (IR), First Order (FO) (i.e., partial compression), and Second 
Order (SO) (i.e., full compression). The state machine aided compression makes 
compression process more robust and takes advantage of the link quality, but on the other 
hand, it increases complexity. The other remarkable difference is that new protocol 
headers can be presented as profiles, which makes a modular base for protocol 
implementation and development. Currently, ROHC supports, e.g., RTP, UDP, UDP-Lite, 
TCP, ESP, and IP protocols [22-24]. CoAP compression profile for ROHC was introduced 
in our earlier work [5]. Fig. 15.4 presents an example of CoAP/UDP/IPv4 packet header 
compression, where the headers are compressed from 37 bytes to 5 bytes. 

15.3.5. IPv6 Over Low Power Wireless Area Networks (6LoWPAN) 

6LoWPAN compression approach differs from previous ones as being a stateless 
compression. It uses only known or assumed headers in the compression process and thus 
there is no need to create decompression tables in the receiver side. This simplifies the 
compression process and enables stateless compression, which has a clear advantage in 
lossy communication like wireless communication with resource scare devices. 
6LoWPAN is not only about header compression but also involves fragmentation, 
neighbor discovery, under mesh addressing, stateless address configuration, and 
management information base (MIB). 6LoWPAN is defined over IEEE 802.15.4 devices. 
Based on the protocol stack, 6LoWPAN header compression involves the following 
header compression: 
• Application layer header compression (MIP); 
• Transport layer header compression (TCP, UDP); 
• Network layer header compression (IPv6 unicast and multicast, routing and other 
extension headers, ICMP); 
• Data link layer (fragmentation). 
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Fig. 15.4. ROHC header compression with CoAP/UDP/IPv4 profile. 

6LoWPAN compresses IPv6/UDP headers (48 bytes) to 7 bytes compressed header (CH) 
and, respectively, IPv6/TCP headers (60 bytes) to 7-31 bytes compressed header, as 
depicted in Fig. 15.5. 

 

 

Fig. 15.5. 6LoWPAN header compression. 
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15.3.6. Discussion on 6LoWPAN and ROHC 

In this subsection, we take a closer look for the most recent compression approaches, 
namely ROHC and 6LoWPAN. 

ROHC is stateful compression method while 6LoWPAN is a stateless compression 
method. Thus, their advantages and disadvantages are like those of stateful and stateless 
methods discussed in Section 15.2. The stateful approach allows higher compression rate 
than stateless and is more adaptive for header changes. As a trade-off, stateful method is 
more complex and the compression state needs to be negotiated and agreed in advance. 

ROHC supports both IPv4 and IPv6 compression with several protocols over them, e.g., 
TCP, UDP, UDP-Lite, ESP and RTP. 6LowPAN supports only IPv6 compression with 
UDP or TCP, and RPL and ICMP, so IPv4 is not supported at all. 

Different header compression schemes are defined as profiles in ROHC, so there is no 
need to open the whole standard when a new protocol needs header compression support 
from it. In case of 6LowPAN, adding support for a new protocol would mean opening the 
whole standard again. To avoid this, Generic Header Compression for 6LoWPANs 
(6LoWPAN-GHC) [25] standard has been designed for allowing new compression 
schemes without opening the whole standard again.  

Another big difference between ROHC and 6LowPAN is that ROHC is clearly meant only 
for header compression, whereas 6LowPAN also includes dedicated solutions concerning 
fragmentation, neighbor discovery, under mesh addressing, stateless address 
configuration, and management information base [26, 27]. 

The limitation of 6LowPAN is that it is designed only for 802.15.4 devices. If other 
devices communicating over, e.g., Bluetooth or UWB, like to have support of 6LowPAN, 
then a new standard is needed, e.g., [28] for IPv6 over Bluetooth Low Energy. 

15.4. IoT Compression Solution with ROHC 

Our IoT packet compression solution utilizes ROHC and CoAP. In our earlier study [5], 
we extended ROHC by presenting CoAP compression profile for ROHC. The profile 
requires basically two things: identifying and grouping the packets into “flows” so that 
the packet-to-packet redundancy can be exploited in the compression, and understanding 
the change patterns of the various header fields. Grouping packets into flows is usually 
based on source and destination IP addresses, transport protocol type, port numbers, and 
potentially some application layer identifiers, such as the synchronization source (SSRC) 
in RTP protocol. Header field change patterns can be classified to changing or static ones. 
Static ones remain constant throughout the lifetime of the packet flow and some of them 
can be used as identifiers for the flow. It is enough to communicate the value of the static 
field only once in the beginning of the flow. The changing fields require more 
sophisticated methods based on their expected change patterns. 
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In the CoAP compression profile for ROHC, we used source and destination IP addresses, 
UDP port numbers, and CoAP Type and Code fields for grouping the packets into flows. 
Message ID field was identified as the only changing field in the CoAP header. Thus, it 
is enough to communicate the static CoAP header parts only once in the beginning and 
after that it is enough to communicate only the Message ID field. In our current 
implementation, we do not exploit the change pattern of the Message ID field, but in the 
future, we could enhance the compression ratio by using it. Otherwise, the UDP and IP 
header parts of the packet were compressed as in the existing UDP/IP profile. Our CoAP 
profile was implemented for the open source ROHC library [29]. A version 1.6.1 of the 
ROHC library was used as the basis for the implementation. 

In the following subsections, we present our test bed, testing scenario and performance 
evaluation results for three different radio technologies: WLAN, LTE and XBEE. 

15.4.1. Test Bed and Testing Scenario 

The test bed consists of a laptop and Model B+ Raspberry Pi (RPi) computers. A 
transmission link between RPi and laptop was made with XBEE, LTE and WLAN radios. 
VTT’s CNL laboratory’s Willab network was used to make it possible to connect the 
laptop to the WLAN or RPi to the LTE base station. In the XBEE test, the test link was 
made directly between RPi and laptop. The power consumption was monitored from RPi’s 
main power supply by using a current probe and an oscilloscope. During the test, the 
network traffic and power consumption data was logged. 

The XBee test bed is shown in Fig. 15.6. The XBee radio shield was connected to RPi’s 
GPIO port. To make it possible to transfer IP packets through XBee network, the XBee-
Tunnel-Daemon [30] was used. It is a daemon that creates a virtual network interface 
allowing transmission of UDP/IP packets over the XBee module. 

In the LTE radio scenario, the radio stick was connected to RPi’s USB port (see Fig. 15.7). 
The LTE base station was connected to the Willab network. The WLAN test bed is 
described in Fig. 15.8. In that case, the server was connected to Willab using WLAN, 
while the RPi used Ethernet. 

In all cases, an UDP-tunnel was established between the laptop and the RPi by using the 
tunnel application provided by the ROHC library for easy testing of the library. It is to be 
noted that the tunneling was used only for practical testing reasons since we do not have 
a real ROHC implementation integrated in the protocol stack in the both ends of the link. 
The laptop served as a CoAP server running the example CoAP server software provided 
by the C-based libcoap-4.0.3 library [31]. The RPi acted as a CoAP client requesting 
periodically the ’time’ resource from the server using libcoap’s example CoAP client 
software. Thus, it created a GET request flow to the server. The server responded to the 
requests by sending acknowledgements piggy-packing the CoAP RESPONSEs. The exact 
packet formats are presented in the next section in parallel with the results for the  
packet size. 
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Fig. 15.6. XBee test bed. 
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Fig. 15.7. LTE test bed. 
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Fig. 15.8. WLAN test bed [5]. 

15.4.2. Header Compression Results 

In this section, we first study the performance results for the compression ratio, i.e., the 
packet size. After that, we take a look at delays and energy consumption in three different 
networks: WLAN, LTE and XBEE. 

15.4.2.1. Packet Size 

Compression ratio, i.e., the packet size, does not depend on the used radio technology. In 
all test cases, the created CoAP GET request message consisted of the following CoAP 
header fields: 

 version = 1 
 type = 0 (confirmable) 
 tkl = 0 (no token) 
 code = 1 (GET request) 
 message ID = 58468 (changing number) 
 option Uri-Path = ’time’ in TLV format =0xb474696d65; Type=11, Length=4, 

Value=’time’ 
 no payload 

In the beginning, the compressor starts in the ROHC Initialization and Refresh (IR) state 
and transmits full headers. The uncompressed packet size was 37 bytes consisting of IPv4 
header of 20 bytes, UDP header of 8 bytes, and CoAP header of 9 bytes. One extra byte 
was needed for the CID in ROHC, so the compressed packet size was in the beginning  
38 bytes. 
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However, after couple of packets when the context was created and the compressor 
changed into First Order (FO) state, only the dynamical (changing) header parts were 
transmitted and the compressed packet size decreased to 15 bytes with the CoAP profile. 
The only dynamical part of the CoAP header is the Message ID that takes 2 bytes. So the 
9-byte CoAP header was compressed to only 2 bytes, i.e., the savings in the CoAP header 
part were 77.8 %. The rest of the compressed packet was used by the UDP and IPv4 
headers. The savings for the whole packet were 59.5 %. When the compressor changes 
into Second Order (SO) state, also the change patterns of the dynamical header parts are 
taken into account. Our current implementation did not exploit the change pattern for the 
Message ID, but further compression was still available in the other (UDP and IPv4) 
headers, and the packet could be compressed to only 5 bytes at best. Thus, the savings for 
the whole packet were 86.5 %. 

The same packet flow was also compressed with the UDP/IP and IPv4-only profiles. With 
these profiles, the compressed packet sizes decreased to 22 and 28 bytes, respectively, in 
the FO state. The savings were 40.5 % and 24.3 %, respectively. UDP/IP profile 
compresses only the UDP and IP header parts, while the IP-only profile compresses only 
the IP header part. These profiles do nothing for the CoAP header part. In SO state, the 
IPv4 compression profile compressed the packet to 18 bytes at best, so the savings were 
only 51.4 %. 

The server’s acknowledgement message piggy-packed also the response, and its length 
was 51 bytes uncompressed. IPv4 header took 20 bytes, UDP header 8 bytes, CoAP header 
8 bytes, and CoAP payload 15 bytes. The CoAP header part consisted of the following 
header fields: 

 version = 1 
 type = 2 (ACK) 
 tkl = 0 (no token) 
 code = 69 (2.05 Content) 
 message ID = 58468 (changing number) 
 options Content-Format (Length = 0) and Max-Age (length 1 and value 1) in TLV 

format = 0xc02101; 
 Payload Start Marker = 0xFF 
 Payload = ’Oct 14 19:45:32’ 

For the ack/response packet, the header parts could be compressed as much as in the 
request messages, but the overall savings were smaller because the payload part could not 
be compressed. Some of the messages also contained ROHC feedback data. With the 
CoAP profile, the compressed packet size (including the payload of 15 bytes) was 53 or 
58 bytes in IR state (depending on the amount of feedback data), 31 or 22 bytes in FO 
state, and 21 bytes in SO state. So the savings in the total packet size were 58.8 % at best 
in SO state. With IPv4-only profile, the packet size could be compressed to 33 bytes at 
best, meaning 35.3 % savings in total packet size. 

We also studied the packet sizes of the same CoAP request and ack/response messages 
when using IPv6 protocol. IPv6 protocol header takes 40 bytes, i.e., 20 bytes more than 
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IPv4. Thus, the uncompressed CoAP request packet size was now 57 bytes and the 
corresponding ack/response packet 71 bytes. In the IR state, the compressed packet sizes 
(with ROHC header and feedback information) were 61 or 68 bytes for the CoAP request 
packet and 75 bytes for the ack/response packet. In the next state, when only dynamical 
header parts were transmitted, the compressed packet sizes decreased to 12 and 27 bytes, 
respectively. Finally, in the SO state, the compressed packet sizes were only 5 and  
20 bytes, respectively, with the developed CoAP profile. As percentages, these mean total 
savings of 91.2 % and 71.8 % in the request and ack/response packet sizes, respectively. 
With the UDP profile, the SO state packet sizes were 12 and 26 bytes, respectively, 
meaning 78.9 % and 63.3 % savings. With IPv6-only profile, the SO state packet sizes 
were 18 and 32 bytes, respectively, meaning 68.4 % and 54.9 % savings. Compared to the 
IPv4 packet sizes, IPv6 results in larger packets in the beginning of the compression, but 
in the end, the packets can be compressed to about the same sizes (or even smaller) as 
with IPv4. Thus, the percentile savings in the packet sizes are actually bigger with IPv6 
than with IPv4. 

So, even if the CoAP header is designed to have only a small overhead, header 
compression can still make it even smaller. During the transmission, these smaller packets 
have lower probability to have bit errors, and hence the packet loss will be smaller than 
for packets with the original size [5]. Thus, packet loss and response time decrease, which 
together provide better performance. This will realize especially in wireless and low 
bandwidth links, where bit errors and packet loss are common. The header compression 
is beneficial when the payload is small compared to the header part. With larger payloads, 
the benefit of header compression gets smaller and smaller. 

15.4.2.2. Delay and Energy Consumption 

Let's take a more careful look how compression affects to processing delay and radio 
transmission time in the case of a low bandwidth XBEE link. The whole process consists 
of packet creating and compression, transmission, and receiving and decompression.  The 
compression and decompression processes create delay compared to uncompressed 
packet processing, as can be seen in Fig. 15.9. 

The delays are 1.5 ms and 3.0 ms in compression and decompression phases, respectively. 
On the other hand, because of the smaller packets, compression will speed up radio 
transmission by about 1.1 ms, see Fig. 15.10. When the delays are calculated together, the 
total delay remains at 3.4 ms. 

Using Figs. 15.9 and 15.10, we can calculate the energy consumption by multiplying the 
time and the average power consumption during the packet creating & compression, 
transmission and receiving & decompression processes. Table 15.1 presents the total 
energy consumption in the case of CoAP/UDP/IPv4 packets utilising ROHC’s CoAP 
profile in SO, i.e., full compression state. Even if the time saved in the transmission was 
shorter than the time spent for compression and decompression processing, the total 
energy efficiency improved by 14.2 J/packet (0.173 %), when the packets were 
compressed. This is because during the transmission, the power consumption is on a much 
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higher level than during packet processing. The trade-off for saving bandwidth and for 
lower energy consumption was the extra delay of 3.4 ms. 

 

 

Fig. 15.9. CoAP/UDP/IPv4 packet creating and receiving processes in RPi using XBEE radio. 

 

Fig. 15.10. XBEE transmission pulse when using ROHC with CoAP and Uncompressed profiles. 
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Table 15.1. Energy consumption in XBEE using ROHC’s CoAP/UDP/IPv4 compression profile. 

Packet 
processing 

Uncomp. 
packet [ms] 

Comp. 
packet 
[ms] 

Time 
gap 
[ms] 

Energy 
gap 
(J) 

Creating 26.5 28 -1.5 -14.7 
Receiving 21 24 -3 -40.0 

Transmission 3.1 2.0 1.1 68.9 
TOTAL   -3.4 14.2 

 

As depicted in Table 15.2, transmission in LTE and WLAN is more than 200 time faster 
than in XBEE transmission. Thus, we could not detect the transmission peaks in our 
measurements, only delays of compression and decompression processing could be found 
out, see Fig. 15.11 and Fig. 15.12. 

Table 15.2. Transmission times with different radios for compressed and uncompressed packet. 

Radio 
Transmission 

speed 

(Mbit/s) 

Transmission time (s) 
Uncomp. 

packet 
(736 bits) 

 

Comp. 
packet 

(440 bits) 

XBEE 0.25 2944 1184 
WLAN 802.11b 54 14 8 
LTE 100 7 4 

 

 

Fig. 15.11. ROHC's CoAP/UDP/IPv4 compression profile vs. uncompressed profile  
in WLAN [5]. 
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Fig. 15.12. ROHC's CoAP/UDP/IPv4 compression profile vs. uncompressed profile in LTE. 

So, in the case of fast speed radios like LTE and WLAN, direct energy savings during 
transmission will be neglible and the cost of extra compression/decompression processing 
will rule and the total process will consume more energy than without compression. For 
example, in case of WLAN, the energy consumption increased by 2.5 % [5]. However, in 
lossy links, packet loss will decrease when the packet size decreases [32], i.e., when the 
packet is compressed. This will enhance transmission by avoiding retransmissions, and 
that way energy could be saved. However, the potential savings depend on how many 
packet losses actually can be avoided. 

15.5. Conclusions 

Due to the extensive growth of Internet of Things (IoT), the number of wireless devices 
connected to the Internet is forecasted to grow to 26 billion units installed in 2020 
representing an almost 30-fold increase from 0.9 billion in 2009 [1]. 

In wireless IoT networks, the available bandwidth and energy is often restricted. That 
resource can be effectively saved by reducing radio operation: transmission and reception. 
In the case of IoT devices like sensors, the transmitted data may be only couple of bytes, 
whereas the protocol headers of the packet (MAC, IP, TCP/UDP, CoAP, etc.) are many 
tens of bytes. This big header overhead serves as the motivation behind compressing the 
packet headers and that way decreasing the radio operation times. 

We presented a CoAP profile for the ROHC and studied its performance with a low speed 
XBEE and high speed LTE and WLAN radios in a real test bed environment. We found 
that the CoAP compression profile can decrease the packet size by 90 % or more. The 
smaller packet size speeds up the radio operation during transmission and reception. This 
reduces the energy consumption during the radio transmission. Smaller packet will also 
reduce packet loss in lossy links, which can further improve the energy efficiency. The 
trade-off for smaller packet size is the delay and extra processing power needed for the 
compression and decompression. 
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In the case of XBEE, the energy saving during radio transmission was bigger than energy 
consumption during compression/decompression processes. The total energy savings 
were 14.2 J/packet (0.173 %). The compression and decompression processes 
themselves consume roughly ten times less energy than the whole packet creating and 
receiving processes. However, the delay caused by the compression and decompression 
was bigger than the saved time during the radio transmission, so the trade-off for smaller 
packet and energy savings was the extra delay of 3.4 ms. 

In the case of high speed radios (LTE and WLAN), the savings in transmission time and 
energy were neglible compared to the extra processing needed for compression and 
decompression. Thus, there were no energy savings during individual packet 
transmissions. In fact, the energy consumption increased by 2.5 % in case of WLAN. 
However, the smaller packet size will reduce packet loss in lossy links and this way it 
could be possible to save energy, enhance throughput and decrease delay. 

The compression and decompression processes cause quite long delays. They can possible 
be decreased by having a more optimal software implementation. Reducing the delay 
caused by the compression/decompression processing automatically improves also the 
energy efficiency. 

ROHC has good compression gain and it is used in current mobile networks, which make 
it a promising candidate for IoT header compression solution. The disadvantage is the 
stateful operation and more complexity compared to 6LowPAN. One possible future work 
item could be to merge 6LowPAN functionalities to ROHC to have some stateless 
compression at the Initialization and Refresh (IR) state, and perhaps to extend the 
compression profiles to cover also MAC headers. 
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Chapter 16 
Multifunction Sensing System for Wireless 
Monitoring of Chronic Wounds in Healthcare 

Alex Hariz1 

16.1. Introduction 

The treatment of chronic wounds such as venous leg ulcers and diabetic foot ulcers are 
becoming increasingly costly for healthcare systems around the world [1, 2]. A recent 
estimate shows the economic cost of wound-care activities in the world is distributed as 
15-20 % materials, 30-35 % nursing time and more than 50 % as hospitalization time [3]. 
In 2012, approximately 7 million people suffered from chronic wounds in the USA, and 
the cost for their treatment was estimated at almost $25 billion annually [4]. 

The most effective and economical treatment of wounds is to cover them with a suitable 
dressing or bandage in order to protect damaged skin from external infections such as 
those caused by microorganism attacks [5]. For certain chronic wounds such as venous 
leg ulcers, appropriate compression bandages are applied to increase the healing rate  
[6, 7]. These bandages may be retention (low pressure), light support (medium pressure), 
or compression (high pressure) bandages. The method of applying compression bandages 
on the affected limb is very important as the efficacy and maintenance of sub-bandage 
pressure depends on it [8]. Compression bandages can produce a pressure up to 60 mmHg 
at the ankle (extra high pressure), while the recommended high pressure value is 40 mmHg 
at the ankle [6, 8]. Depending on the applied pressure range and the type of bandage used, 
the sub-bandage pressure may vary significantly during the physical movement of the 
patient, thus affecting the healing rate [9]. In addition to compression bandages, healing 
rates may also be increased by managing moisture produced by  the wound (exudate) 
through moisture-retentive dressings such as Anasept® (hydrogel) and Hydrocolloids  
[10, 11] for wounds with low exudate and dressings such as Allevyn® (foam) or 
Melgisorb® (calcium alginate) for wounds with moderate to high exudate. In addition to 
moisture levels, the temperature and pH under the dressing may change as a result of an 
infection [12, 13]. Unfortunately, these parameters associated with the dressings are not 
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currently monitored in clinical practice. There is an opportunity for advanced sensor 
technologies to contribute to improved wound monitoring and diagnostics. 

In this chapter, we demonstrate a flexible wireless telemetric system for continuous 
sensing and monitoring of the wound environment, which is proposed in our published 
review article [14]. Preliminary results indicate that the system is capable of measuring 
and transmitting real-time information on temperature, moisture, and sub-bandage 
pressure from under the bandage or within the wound dressing at programmable 
transmission intervals [15]. The selection of sensors and their calibration processes have 
been discussed in our journal article [16]. The sensing system is fabricated on a flexible 
printed circuit material, while the sensors are micro-sized and flexible, thus making the 
system minimally invasive to wounds and the human body. The receiver is portable with 
the capability to receive data accurately within a distance of 4-5 meters. The system has 
been tested on a human volunteer using various compression bandages and moisture-
retentive dressings. The results from these trials confirm the clinical utility of this system 
in a wound environment. 

16.2. Methods and Materials 

In applications involving chronic wound monitoring, the diagnostic device is required to 
perform reliably in a delicate environment involving human skin and wound fluid. In 
addition to satisfy the essential criteria of flexibility, protection from wound chemicals, 
and bio-compatibility, the device needs to fulfil certain performance requirements as well, 
which sets the foundation for minimum measurement resolutions. For meaningful 
temperature measurements, the device must be able to detect changes in temperature of 
less ± 0.5 ºC. The cases with pressure and moisture are different. Although, the aim of 
compression bandages and stockings is to maintain a constant sub-bandage pressure at 
certain positions on limb, however, it may be anticipated that a ± 5 mmHg variation in 
bandage pressure would not have a significant impact on wound healing. Similarly, a  
± 5 % RH resolution could be expected for moisture measurements. The wireless device 
for this application does not need to transmit continuously, as the wound conditions do 
not change rapidly. A complete packet of information transmitted twice an hour would be 
sufficient. The proposed sensing system satisfies all of the above mentioned medical and 
performance requirements as explained in the following sections. 

16.2.1. Selection and Calibration of Sensors 

For wound monitoring applications, the sensors and their assemblies need to be 
biocompatible and minimally invasive to the human body, as the sensors would be placed 
within a wound dressing or compression bandage over a human limb [17]. Having metallic 
inflexible structures, the sensors and circuit components would create discomfort to the 
patients. It has been revealed through online surveys that the majority of available sensors 
do not qualify for this particular application because of their large size, invasive structure, 
complex principle of measurement, and the need for additional on-board circuit 
components for operation. 
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The sensors needed to be carefully selected, calibrated and characterized for the intended 
environment in order to capture reliable information. Any error in the sensor’s 
measurement would spread through the whole system and in some scenarios might get 
amplified. This would create ambiguities and false diagnosis by clinicians and health 
practitioners. For wound-site temperature monitoring, we chose the LM94021B (Texas 
Instruments, USA) temperature sensor for its small size and reliable performance. This 
ultra-low power sensor typically consumes just 9 µA current at a rated 5 V supply voltage. 
With a size of 2.15 mm  2.40 mm  1.1 mm (L × W × H) and a nominal accuracy of  
±1.5 ºC in the temperature range 20-40 ºC [18], the sensor is quite suitable for our wound 
monitoring system. 

For moisture sensing, Honeywell HIH4030 piezoelectric and Multicomp’s HCZ-D5 
piezoresistive moisture sensors were calibrated, characterized, and used with a prototype 
wireless sensing system. The piezo-resistive sensor (HCZ-D5) was found the most 
suitable sensor for this application because of its small size (10 mm  5 mm  0.5 mm). 
The sensor was calibrated and characterized using a dedicated experimental setup. An 
interface circuit was also designed to properly operate the moisture sensor. 

For sub-bandage pressure measurement, we used the Interlink Electronics’ FSR406 
piezoresistive pressure sensor with a square sensing area of 38 mm  38 mm. This sensor 
is non-invasive, flexible and is only 0.5 mm in thickness. The pressure sensor was 
calibrated using a clinical-grade pressure meter HPM-KH-01 for validation of pressure 
measurements up to 40 mmHg which is regarded as the desired value for high sub-
bandage pressure [8]. An interface circuit was also designed to properly operate the 
pressure sensor. A commercial compression bandage system (CobanTM 2) was used to 
create pressure over the sensor placed on a mannequin leg. 

16.2.2. Flexible Wireless Sensing System 

A number of System-on-Chip (SoC) devices are commercially available with telemetry 
functions. Most of these devices use standard wireless transmission protocols, such as 
WiFi®, Bluetooth®, Bluetooth Low Energy®, and ZigBee®. Some examples of such 
SoCs are CC2530/31 (ZigBee), CC2540/41 (Bluetooth Low Energy), CC2560/64 
(Bluetooth), CC3000/3100/3200 (WiFi), EM358x (ZigBee), 88MZ100 (ZigBee), 
ATMega128RFA1 (ZigBee) etc. In our proposed system, we have chosen ZigBee® for 
its simplicity, reasonable range, and low power operations. For this purpose, we have used 
Atmel’s ATMega128RFA1 RF transceiver in our sensing system [19]. The transceiver is 
of small size (9 mm  9 mm  1 mm) and operates at 2.45GHz ISM (industrial, scientific, 
medical) frequency band using IEEE 802.15.4 ZigBee® protocol. It has a -100 dBm 
sensitivity and a 3.5 dBm programmable output power. It also contains a programmable 
serial interface and a 10-bit analog-to-digital (ADC) converter, thus minimizing the 
hardware overhead. 

The information captured by the sensors was first converted into digital format and then 
stored into the TX frame buffer register. The first byte of TX frame buffer register was 
written with frame length information followed by the sensors’ data. Before transmitting, 
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the transmitter was passed through a set of pre-defined states i.e. RESET  TRX_OFF 
 PLL_ON  TX_ON. After transmitting one packet of information, the transmitter was 
turned off (TRX_OFF) to save battery energy. 

The net weight of the sensing system is 1.938 g without sensors, 6.709 g with all sensors 
attached, and 9.740 g with sensors and an alkaline battery having dimensions 14 mm   
10 mm (length  diameter). The nominal and maximum current consumptions of the 
sensing system were measured as 13.58 mA and 17.4 mA, respectively. Hence, the peak 
power consumption of the sensing system is 57.4 mW at 3.3 V supply voltage. As most 
of the power is consumed in the RF circuits, reducing the RF switching frequency could 
save a considerable battery power. In a chronic wound monitoring application, even a very 
low data transmission rate (e.g. one packet of information per quarter an hour) would be 
sufficient because changes in wound parameters are very slow. A high data transmission 
rate would only mean a high switching rate of RF components resulting in unnecessary 
loss of battery power. 

16.2.3. Interfacing the Sensors with the Radio Transmitter 

The product of the ADC conversion is stored in two 8-bit registers; ADCH for high byte 
and ADCL for low byte. The maximum reference voltage for the ADC was 1.8 V, which 
was internally generated and stabilized. All the sensors in our system work at a 5.0 V 
supply for all input values exceeding its reference voltage and would not be able to detect 
any input signal above 1.8 V. This problem was resolved by reducing the ADC input 
voltage range such that the maximum input voltage of any sensor was less than the ADC 
reference voltage. For this purpose, a simple voltage divider circuit was designed using 
two surface mount resistors R1 and R2 for each sensor (Fig. 16.1 (b)). 

16.2.4. Information Display Module 

The transmitted data in ZigBee® 802.15.4 protocol was received by the handheld receiver, 
processed by the T6963C LCD controller, and displayed on a 10 cm  8 cm LCD screen 
[20]. The LCD controller was programmed through the receiver module 
(ATMega128RFA1) by sending the appropriate commands with required timings as 
recommended in the datasheet of T6963C [21]. The first transmitted byte consists of frame 
length information followed by the temperature, moisture and sub-bandage pressure data, 
respectively. Upon reception, the sensor’s data was stored in a 128-byte frame buffer 
register. This data was then sent to the LCD controller (T6963C) through a parallel 
interface for processing and display. The LCD controller was also programmed to display 
the device ID (TX device), frequency channel (2405-2480 MHz in 5 MHz steps), and 
received signal strength (i.e. RSSI) in dBm. 

The TX device ID may be used as a unique identifier for the patient under observation. In 
a hospital environment where a number of patients would be using these devices, unique 
frequency channels may be allocated to all devices to avoid any interference between 
devices or corruption of data. The RSSI level could be indicative of how trustworthy the 



Chapter 16. Multifunction Sensing System for Wireless Monitoring of Chronic Wounds in Healthcare 

 319 

information of measured parameters is. Information associated with much lower RSSI 
levels (e.g. -90 dBm) may be discarded on the grounds that the TX device might be too 
far away from the RX or there might be some obstacle between them, thus inhibiting a 
reliable communication link. 

 

Fig. 16.1. (a) Photo of the wireless sensing system fabricated on a 0.15 mm thickness 2-layer 
flexible printed circuit board. The diagram shows various parts of the sensing system,  

(b) Rear side of the sensing system showing the voltage divider network used as interface  
circuits between the sensors and the ADC. 

16.3. Experiments and Results 

The developed wireless wound sensing system was first tested in a room environment 
using commercial compression bandages and a mannequin leg. The compression 
bandages used for the experiments consisted of AMS Bi-Flex® elastic bandage, Hartmann 
Lastodur Light® long-stretch bandage, 3M CobanTM 2 two-layer, and Hartmann 
Lastolan® short-stretch bandages. Adjunct components used in the application of 
compression bandage systems such as Soffban®undercast padding and Idealcrepe® crepe 
retention bandage were also used. Using the experimental setup, a number of experiments 
were performed using the mannequin leg in ambient environment. The sensing system 
was placed flat on the central portion of the mannequin to avoid any damage to the 
components from bending. After the application of dressing, distilled water was sprayed 
over the bandage in the proximity of the moisture sensor. The measurements were taken 
with an interval of 5 minutes by the handheld receiver placed 3 m apart in line of sight to 
the wireless transmitter. The experiment was performed at 25 °C. The average values of 
received energy level, temperature, and sub-bandage pressure were calculated as  
-79.92 dBm, 23.21 °C and 15.14 mmHg, respectively. The average errors in temperature, 
moisture, and sub-bandage pressure measurements were calculated as 0.93 °C, 3.0 % RH, 
and 1.50 mmHg, respectively. However, the error in sub-bandage pressure measurements 
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is expected to increase on the human leg because of flexible morphology and muscle 
movements. The errors in moisture and temperature measurements, however, are immune 
to these factors. 

The manufactured wound sensing and monitoring system was extensively tested for its 
performance on a healthy volunteer. The objectives of these trials were to validate the 
performance of the sensing system under various clinical scenarios and to determine the 
optimum placement of the system and sensors on the human body. These scenarios were 
realized using different compression-bandage systems and various possible postures, both 
believed to influence the real-time measurements. These trials and their results are 
discussed in detail in the following sections. 

16.3.1. Establishing Reliability of Measurements 

In the first experiment the reliability of measurement results was tested, particularly the 
sub-bandage pressure measurements as they are prone to variations due to body 
movements. The sensing system was covered with a transparent adhesive silicone gel on 
both sides. The trial was performed using a 4-layer compression system Profore® (Smith 
& Nephew©) as well as a 2-layer inelastic bandage system CobanTM 2 (3M©) for sub-
bandage pressure measurements. The bandages in all experiments were applied by a 
Wound Management Nurse Practitioner adept in managing chronic wounds and 
bandaging techniques. The sub-bandage pressure and moisture measurements were 
performed in two separate experiments. During the sub-bandage pressure measurements, 
the moisture sensor was placed directly on exposed skin with the sensor facing the skin 
while the pressure sensor was placed over the flat area of the exposed skin, directly above 
the medial malleolus (ankle), with the sensor facing the skin. Initial measurements were 
taken in each experiment prior to applying bandages in order to find and nullify any offset 
readings. The bandages were applied in accordance with the manufacturer’s instructions, 
achieving 40 mmHg starting pressure. The measurement results are plotted in Fig. 16.2 
for a 4-layer type, at one minute interval using various common postures. Variations in 
sub-bandage pressure readings are measured by calculating the standard deviation (SD), 
shown as a red horizontal line in graphs with sub-bandage pressure measurements. 

As the moisture and the temperature measurements are independent of posture changes, 
different setups were used from those used for sub-bandage pressure measurement. For 
moisture measurements, a moisture-retentive foam dressing AllevynTM Adhesive (Smith 
& Nephew) was used. A small slit was made to insert micro-volume extension set tubing 
in one corner, and another slit was made to insert the moisture sensor in the opposite 
corner of the dressing. Fluid was then injected in the tubing every five minutes until the 
sensor was soaked and started providing moisture values. Subsequently, the dressing was 
placed upside down so that the fluid moved away from the sensor until it was completely 
depleted of moisture. Moisture results are plotted in Fig. 16.3 (a). 

For temperature measurements, the sensing system was placed over the lower leg area 
with the temperature sensor facing the skin, and then various temperature readings were 
recorded continuously for more than 15 minutes. The experiment was performed at 23 °C 
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room temperature, and with 40 % humidity. The temperature measurements are plotted in 
Fig. 16.3(b). The average value of the measured skin temperature was 35 ± 1 °C while the 
standard deviation was 0.93 °C for skin temperature measurements. 

 

Fig. 16.2. Graphical plots of pressure measurements during the first trial using 4-layer 
compression bandage system. The measurements are recorded in various routine  

movements and postures. 

The sub-bandage pressure measurement results (Fig. 16.2) for both bandages have shown 
a reliable and repeatable performance of the sensing system under required sub-bandage 
pressure. In each posture, five consecutive pressure readings were taken over a period of 
5 minutes. For the 4-layer bandage system, the maximum deviation (SD value) observed 
was 2.86 mmHg during standing, while the same for the 2-layer bandage system was  
3.35 mmHg during walking. The moisture level measurement results (Fig. 16.3 (a)) have 
also shown a reliable system performance. A steep rise in moisture level was observed as 
the injected fluid reached the proximity of the sensor. Next, a gradual and consistent drop 
in the measured moisture level was observed as the sensor was placed in an upward 
position to allow backward flow of the fluid. In about six hours, the moisture level dropped 
to zero when the sensor was completely depleted of the fluid.  

Thus, the first trial concludes that the measurement of temperature, moisture, and sub-
bandage pressure with the developed sensing system is reliable, repeatable and consistent 
with the changes in experimental conditions. 
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Fig. 16.3. (a) Graphical plot of moisture values measured using moisture-retentive dressing. Fluid 
was injected into the dressing through micro-volume extension tubing. The graph indicates  

a natural rise and fall of moisture level over time (b) Graph showing temperature measurements 
using the flexible sensing system. The graph shows almost constant readings of the room  

and the skin temperatures. 

16.3.2. Measurements at Ankle Level with a 4-layer Bandage 

In this trial, a 4-layer bandage system known to apply 40 mmHg approximately at ankle 
was used. Bandages were applied as per manufacturer’s instructions. A small slit was 
made in the outermost cohesive bandage (layer 4) to allow battery connection. AllevynTM 
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Adhesive (Smith & Nephew) 12.5 cm  12.5 cm dressing was applied to the lower calf 
and a small cut was made in the back of the dressing. A micro-volume extension set tubing 
was attached to the dressing and the slit sealed with film tape to allow injection of fluid 
(as real wound fluid was not available soy sauce diluted with water was used). The fluid 
was injected under the dressing to mimic wound exudate and soy sauce was chosen so 
that the spread of fluid was visible during experiments. The sensing system was then 
attached to the lower leg. The pressure sensor was placed proximal to the medial malleolus 
between exposed skin and bandages. The moisture sensor was placed at the bottom corner 
of the AllevynTM dressing between the exposed skin and the dressing. The results of 
second trial are plotted in Fig. 16.4. 

 

Fig. 16.4. Graphical plots of the measured values of (a) moisture for second trial,  
(b) sub-bandage pressure for second trial in various postures. 
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The average value of temperature during this trial was 33 ± 1 °C. The moisture values 
were increasing gradually as more fluid was injected to the dressing until the sensor was 
soaked with the fluid, the point from where the readings started rising up (readings 21-24 
in Fig. 16.4 (a)). The sub-bandage pressure values (Fig. 16.4 (b)) were dependent on 
posture, being higher during walking and standing and lower during sitting or lying. It can 
also be observed from the graph that the pressure readings were consistently dropping 
over time. This phenomenon can be attributed to the loosening of bandage layers with 
movement. 

16.4. Interpretation 

In the first trial, the measurements for pressure, moisture, and temperature were taken 
separately using distinct experimental setups. The measurements were reliable and 
consistent with the applied conditions as can be observed in all the figures. The sub-
bandage pressure values are expected to fluctuate with the movement, and the graphs in 
Figs. 16.2 and 16.4 have verified this phenomenon. The overall fluctuation of sub-bandage 
pressure values measured as standard deviation was 8.69 mmHg for the 4-layer and  
7.27 mmHg for the 2-layer bandage system.  The postures were changed in a cyclic 
fashion (i.e. starting from ‘sitting’ and ending in ‘sitting’) to isolate the source of 
fluctuations in measurements. 

The average sub-bandage pressure values recorded during the first and last ‘sitting’ 
postures for the 4-layer were 35.6 mmHg and 33.0 mmHg respectively for the 4-layer 
bandage, and were 42.0 mmHg and 43.2 mmHg respectively for the 2-layer bandage. 
Similarly, the average sub-bandage pressure values during both ‘standing’ postures were 
recorded as 43.8 mmHg and 43.2 mmHg respectively for the 4-layer bandage, and were 
45.8 mmHg and 44.0 mmHg respectively for the 2-layer bandage. The twin average values 
during respective postures for each bandage system were pretty close to each other. 

These measurements proved that the major source of fluctuations was not the sensing 
system but the movement of the subject. The variations in measured moisture level over 
time confirmed that the measured values were consistent with the dry, wet and 
intermediate conditions of the moisture sensor. Similarly, the body temperature 
measurement results were also reliable and stable measuring an average value of  
35 ± 1 °C. Hence, the reliability and consistency of readings performed on a healthy 
human volunteer were established during the first trial. 

In all trials, variations in sub-bandage pressure can be attributed to muscle movement, 
blood flow direction, and the type and properties of the bandage used. The temperature 
and moisture measurements did not manifest any dependency on these factors. However, 
the moisture readings may be strongly affected by the combined effect of the gravity pull 
and the location of moisture sensor with respect to fluid entry point. In a clinical scenario, 
a consistent rise in measured temperature could mean infection at wound site. A gradual 
decrease in moisture level might indicate the start of healing and the opposite might mean 
the worsening of healing state. A consistently increasing sub-bandage pressure could be a 
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sign of infection or excessive swelling in the limb, and a gradual decrease in sub-bandage 
pressure might mean loosening of the bandage layers. 

Using this device, a clinician would be able to visualize the state of healing of a chronic 
wound remotely without disturbing the wound, a phenomenon which was never possible 
in chronic wound management before. However, the device needs further miniaturization 
and performance improvements, such as enhancing measurement resolutions, in order to 
have a significant impact on chronic wound monitoring. Although, the moisture and 
temperature sensors could be used for any wound, however, the pressure sensing 
capability is useful only for venous leg ulcers. The device works with an external battery 
which needs to be present at all times.  The sensing system and sensors are re-usable on a 
single patient after proper sterilization. The cost incurred by the system will be 
compensated by reduced frequency of dressing changes, reduced nursing time, and 
reduced use of hospital resources [22]. 

16.5. Conclusions 

Traditional tools and methods have proven insufficient to effectively monitor the chronic 
wound healing progress. Inaccuracies in chronic wound measurements are responsible for 
a significant loss in healthcare budgets e.g. a 30 % loss in the US healthcare budget [2]. 
Engaging an integrated measurement approach (i.e. measuring other critical parameters 
[12] in addition to wound dimensions) is believed to be more effective to provide stronger 
evidence of healing than using only one kind of measurement. Eventhough the wound 
area and volume calculations over time, and 3D surveillance techniques are useful for this 
purpose, the proposed sensing system would be a valuable addition to these approaches 
to mitigate the losses incurred by human errors in chronic wound measurements. 

In this chapter, we have presented a novel wireless chronic monitoring system which is 
flexible, biocompatible, and reliable in performance. The sensing system has been 
fabricated on a flexible circuit material, enabling it to adapt to human limb contours.  Low-
power profile of the sensing device enables it to be operated continuously under a 
compression bandage over a longer time period (e.g. 3-4 days) without any disturbance to 
the bandaged wound. Battery life-time can be further enhanced (e.g. 2-3 weeks) by 
reducing the frequency of wound data transmission. An effective data transmission range 
of 4-5 m would enable clinicians and nurses to visualize the current wound state from a 
distance in a hospital environment.  

Experimental results on a healthy human volunteer ascertained that the sensing system 
was capable of accurately measuring the instantaneous changes in sub-bandage pressure, 
moisture, and temperature under compression bandages and dressings. Gradual changes 
in measured wound parameters could reveal the status of the healing progress e.g. a 
consistent rise in sub-bandage pressure might be an indication of infection or swelling. 
However, the device needs to be tested on patients with chronic wounds to analyze its 
performance in real environment. The device needs to be tested further even after 
successful clinical trials to determine its clinical and financial impacts on chronic wound 
management. The suitability and efficacy of the sensors could be determined during these 
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clinical trials.  Nonetheless, the light weight, reliable performance on human limb, flexible 
and non-invasive structure, low-power consumption and wireless connectivity of the 
sensing system make it a strong candidate for use in continuous wound sensing and 
monitoring applications. Future works will incorporate miniaturization of the telemetric 
sensing system, and its communication with smart phones and display of information on 
screens using a smart phone application. The system would also incorporate WiFi or 3G 
communication technologies to share the measured wound parameters to the clinician 
remotely. This would enable clinicians to gather information on the state of a chronic 
wound while the patient stays at home. 

Acknowledgments 

We are thankful to the Wound Management Innovation Cooperative Research Centre 
(CRC) Australia for funding this work. The content of this chapter is based on research 
carried out by Nasir Mehmood for his PhD thesis under the author’s supervision. We also 
acknowledge significant contributions from Nico Voelker of the Future Industries 
Institute, and from Sue Tempelton of the Royal District Nursing Service. 

References 

[1]. J. Cadogan, et al, Identification, diagnosis and treatment of wound infection, Nursing 
Standard, Vol. 26, 2011, pp. 44-8. 

[2]. N. Mark, and M. Christine, Evidence-Based Wound Surveillance-A 3-Dimensional Approach 
To Measuring, Imaging and Documenting Wounds, Aranz Medical, 2014. 

[3]. The Economic Cost of Wounds, 2014, Available: http://www.smith-nephew.com/about-
us/what-we-do/advanced-wound-management/economic-cost-of-wounds/ 

[4]. Higher wound care costs are driving treatment research, McKnight's Long-Term Care News, 
2012, http://www.mcknights.com/higher-wound-care-costs-are-driving-treatment-research/ 
article/244578/ 

[5]. T. Abdelrahman, and H. Newton, Wound dressings: principles and practice, Surgery 
(Oxford), Vol. 29, 2011, pp. 491-495. 

[6]. H. Partsch et al., Classification of compression bandages: practical aspects, Dermatologic 
surgery, Official Publication for American Society for Dermatologic Surgery, Vol. 34, 2008, 
pp. 600-609. 

[7]. A. Fletcher et al., A systematic review of compression treatment for venous leg ulcers, British 
Medical Journal, Vol. 315, 1997, p. 576. 

[8]. A. Hopkins, How to apply effective multilayer compression bandaging, Wound Essentials 
(Wounds UK), Vol. 1, 2006. 

[9]. B. Kumar et al., Analysis of sub-bandage pressure of compression bandages during exercise, 
Journal of Tissue Viability, Vol. 21, 2012, pp. 115-124. 

[10]. L. G. Ovington, Advances in wound dressings, Clinics in Dermatology, Vol. 25, 2007,  
pp. 33-38. 

[11]. G. Lagana, and E. H. Anderson, Moisture Dressings: The New Standard in Wound Care, The 
Journal for Nurse Practitioners, Vol. 6, 2010, pp. 366-370. 

[12]. K. Harding, Diagnostics and Wounds, A consensus document, World Union of Wound 
Healing Societies (WUWHS), 2007. 

[13]. T. R. Dargaville et al., Sensors and imaging for wound healing: A review, Biosensors and 
Bioelectronics, Vol. 41, 2013, pp. 30-42. 



Chapter 16. Multifunction Sensing System for Wireless Monitoring of Chronic Wounds in Healthcare 

 327 

[14]. N. Mehmood et al., Applications of modern sensors and wireless technology in effective 
wound management, Journal of Biomedical Materials Research Part B: Applied 
Biomaterials, 2013, pp 1552-4973. 

[15]. N. Mehmood et al., An Innovative Sensing Technology for Chronic Wound Monitoring, in 
Proceedings of the Australian Biomedical Engineering Conference, Canberra, Australia,  
20-22 Aug. 2014. 

[16]. N. Mehmood et al., Calibration of sensors for reliable radio telemetry in a flexible wound 
monitoring device, Sensing and Bio-Sensing Research, Vol. 2, 2014, pp. 23-30. 

[17]. M. Ochoa et al., Flexible Sensors for Chronic Wound Management, IEEE Reviews in 
Biomedical Engineering, Vol. 7, 2014, pp. 73-86. 

[18]. Online datasheet Texas Instruments temperature sensor LM94021, 2013, Available: 
http://www.ti.com/lit/ds/symlink/lm94021.pdf 

[19]. Online datasheet of RF transceiver ATMega128RFA1, 2013, Available: 
http://www.atmel.com/devices/ATMEGA128RFA1.aspx 

[20]. Online datasheet of DS-G160128STBWW LCD module, 2013, Available: 
https://www.sparkfun.com/datasheets/LCD/DS-G160128STBWW.pdf 

[21]. Online datasheet of Toshiba T6963C dot matrix LCD controller, 2013, Available: 
http://www.mikroe.com/downloads/get/1910/t6963c_spec.pdf 

[22]. A. Hariz, N. Mehmood, and N. Voelker, Sub-bandage sensing system for remote monitoring 
of chronic wounds in healthcare, Proc. SPIE Micro+Nano Materials, Devices, and Systems, 
2015, Vol. 9668, p. 966853. 

 



 

 

 



Chapter 17. Direction of Arrival Using Smart Antenna Array 

 329 

Chapter 17 
Direction of Arrival Using Smart Antenna 
Array 

Ihedrane Mohammed Amine, Bri Seddik 

17.1. Introduction  

Smart antenna has been widely used in many applications such as radar, sonar and wireless 
communication systems. Considerable research efforts have been made to estimate the 
direction of arrival (DOA) and various array signal process techniques for DOA 
estimation have been proposed. In particular, the DOA estimation for uniform circular 
arrays (UCAs) has been developed in these scenarios, which desired all-azimuth angle 
coverage. By the virtue of their geometry, UCAs are able to provide 360° of coverage in 
azimuth plane. Moreover, they are known to be is isotropic. That is, they can estimate the 
DOA of incident signal with uniform resolution in the azimuth plane. In addition, direction 
patterns synthesized with UCAs can be electronically rotated in the plane of the array 
without significant change of beam shape. As well, search and rescue always require the 
location of electromagnetic beacon sources. All these applications perhaps can be counted 
as the main reason for the recent increased interest in determining the direction of arrival 
(DOA) of radio signals in wireless systems. In fact, estimating the direction of arrival of 
several radio signals impinging on an array of sensors is required in a variety of other 
applications as well, including radar, sonar, and seismology. Another technology that has 
become equally glamorous is smart antenna technology [2, 3]. In smart antenna 
technology, a DOA estimation algorithm is usually incorporated to develop systems that 
provide accurate location information for wireless services [4]. 

A smart antenna, for this chapter discussion, is a system that combines multiple antenna 
elements with a signal processing capability to optimize its radiation and/or reception 
pattern automatically in response to the system’s signal environment, and can be used to 
enhance the coverage through range extension and to increase system capacity [2, 3]. 
Smart antennas can also be used to spatially separate signals, allowing different 
subscribers to share the same spectral resources, provided that they are spatially separable 
at the base station. This spatial division multiple access (SDMA) method allows multiple 
users to operate in the same cell and on the same frequency/time slot provided by utilizing 
the adaptative beamforming techniques of the smart antennas. Since this approach allows 
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more users to be supported within a limited spectrum allocation, compared with 
conventional antennas, SDMA can lead to improved capacity. 

The smart antenna technology can be divided into three major categories depending on 
their choice in transmit strategy: 

• Switched lobe (SL): This is the simplest technique and comprises only a basic switching 
function between predefined beams of an array. When a signal is received, the setting that 
gives the best performance, usually in terms of received power, is chosen for the system 
to operate with. 

• Dynamically with phased array (PA): This technique allows continuous tracking of 
signal sources by including a direction-of-arrival (DOA) finding algorithm in the system; 
as a result, the transmission from the array can be controlled intelligently based on the 
DOA information of the array. 

• Adaptive array (AA): In this case, a DOA algorithm for determining the directions of 
interference sources (e.g., other users) is also incorporated in addition to finding the DOA 
of the desired source. The beam pattern can then be adjusted to null out the interferers 
while maximizing the transmit power at the desired source. The importance of DOA 
estimation for smart antenna can be understood by studying the architecture of smart 
antenna as described in the following section. 

17.2. Smart Antenna Architecture 

Typical smart antenna architectures for a base station can be divided into following 
functional blocks, as presented in Figs. 17.1 and 17.2. 

 

Fig. 17.1. Smart antenna receivers. 
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Fig. 17.2. Adaptative antenna processor. 

• Radio unit: This unit mainly consists of: (1) antenna arrays that intercept radio frequency 
(RF) signals from the air, (2) downconversion chains that remove the carrier(s) of the RF 
signals received by the antenna array, and (3) analog-to-digital converters that convert the 
no-carrier signals to the corresponding digital signals for further processing. Antenna 
arrays can be one, two, or even three-dimensional, depending on the dimension of the 
space one wants to access. The radiation pattern of the array depends on the element type, 
the relative positions, and the excitation (amplitude and phase) to each element [5]. 

• Beamforming unit: The beamforming unit is responsible for forming and steering the 
beam in the desired direction. In it, the weighting of the received (or transmitted) signals 
is applied. Basically, the data signals Xk, k = 0, …, M − 1 received by an N element array 
are directly multiplied by a set of weights to form a beam at a desired angle. In other 
words, by multiplying the data signals with appropriate sets of weights, it is possible to 
forming in a signal peak at the output of a beamformer. 

• Adaptive antenna processor: The function of the adaptive processor unit is to determine 
the complex weights for the beamforming unit. The weights can be optimized from two 
main types of criteria: maximization of the data signal from the desired source (e.g., 
switched lobe or phased array) or maximization of the signal-to-interference ratio (SIR) 
by suppressing the signal from the interference sources (adaptive array). In theory with N 
antenna elements, one can “null out” M − 1 interference sources, but due to multipath 
propagation, this number will be normally lower. The method for calculating the weights 
will differ depending on the types of optimization criteria. When a switched lobe is used, 
the receiver will test all the predefined weights and choose the one that gives the strongest 
received data signal. However, if the phased array or adaptive array approach is used, 
which consists of directing a maximum gain towards the strongest signal component, the 
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directions of arrival (DOAs) of the signals are first estimated and the weights are then 
calculated in accordance with the desired steering angle. 

The adaptive antenna processor consists of several computation processes: 

• Model order estimator: From the input data Xk, k = 0, …, M − 1 received by the antenna 
elements, the number of wavefronts impinging on the array is estimated using model order 
estimation algorithms, such as AIC or MDL. The knowledge of number of the signals 
impinging on the array is crucial to DOA estimation algorithms; hence, these algorithms 
are run prior to DOA estimation algorithms. 

• DOA estimator: This forms the vital stage of the adaptive antenna processor where 
algorithms like MUSIC or ESPRIT are used for estimating the direction of arrival of all 
the signals impinging on the array. This stage gives DOAs of all the relevant signals of 
the user sources and other interference sources. To make the process faster, instead of 
estimating the signal space every time, subspace tracking  algorithms like dPAST and 
PAST (Projection Approximation Subspace Tracking) are used to recursively track the 
signal subspace. Usually, the signal subspace is only slowly time-varying. It is therefore 
more efficient to track those changes than to perform full subspace estimation. The DOAs 
can then be estimated faster from these signal subspaces. 

• Spatial filter: After the DOAs of all the signals impinging on the array are obtained, the 
signals are filtered by reconstructing the signals for each of the DOAs estimated. 
Estimating the signals from the estimated DOAs is usually called signal reconstruction or 
signal copy. With the knowledge of DOAs, the corresponding steering vectors a and 
eventually the estimated steering matrix A are constructed. 

• User identification: Once the signals are separated with respect to their distinct DOAs, 
the desired user corresponding to these DOAs needs to be identified. By comparing the 
received midambles (training   sequences) with   the   desired   user mid-amble, the number 
of bit errors within the training sequence can be calculated. A spatially resolved wavefront 
and thus the corresponding DOA are attributed to a user, when the number of bit errors is 
smaller than a threshold. In this way not only a single user path but also all paths that 
correspond to the intended user can be identified. The DOA of the user path with the 
strongest instantaneous power is then detected. As a training sequence detector, standard 
sequence estimators like delayed decision feedback (DDF) and soft decision feedback 
(SDF) are applied [6]. 

17.3. DOA Algorithms Using Uniform Linear Array 

17.3.1. Mathematical Model for MUSIC Algorithm 

Multiple Signal Classification (MUSIC) method [7] is widely used in signal processing 
applications for DOA [8]. In estimation, it is applied to only narrow band signal sources, 
i.e., frequencies of interest are narrowband [9]. Consider M number of narrow band signal 
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sources arriving from different angles θi = 1, 2…M, impinging on a uniform linear array 
of N equispaced array elements (where N > M), as presented in Fig. 17.3. 

 

Fig. 17.3. N linear element array with M signals. 

At different instances of time t, t = 1, 2 … K, where K is the number of snapshots, the 
array output will consist of a signal, along with noise components [7]. 

We choose a signal source S(t) impinging on the array with an angle θ. If the received 
signal at the first element is x1(t) = s(t), then the delay at element i is: 

 Δi			
θ	
	 (17.1) 

The received signal at sensor i is: 

 xi t e ѡΔ S1 t e ѡΔ 	S1 t e
ѡ 	 θ

S1 t  (17.2) 

The received signal at N elements due to a single source is: 

 X t 1, e
ѡ 	

, e
ѡ 	

, … , e
ѡ 	

	 S t 	a θ S t 									 (17.3) 

If there are M sources, the signals received at the array are given by 

 X AS W (17.4) 

 A a θ1 , a θ2 , … a θM  (17.5) 

 S s1 t , s2 t , … sM t  (17.6) 

The correlation matrix of received vectors can be written as: 

 R E XX 		 E ASS A E WW 	AVA σ², (17.7) 

where V is the covariance matrix of signal vector (S), which is a full rank matrix of order 
M×M, given by 
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 V	 E SS 			
E |S | ⋯ 0

0 E |S | 0
0 0 E |S |

 (17.8) 

Where the statistical expectation is denoted by E [  ], and R  is a signal covariance matrix 
of order (N×N), with rank M given by 

 R 	

E |S | ⋯ … 0 … 0
0 E |S | … 0 … 0
⋮ ⋱ … ⋮ . . 0
0 0 … E |S | . . 0
0 0 … 0 … 0

							 (17.9) 

So,	R , has N-M eigenvectors, corresponding to zero eigenvalues. We know that steering 
vector	a θ1 , which is in the signal subspace, is orthogonal to noise subspace; let Q be 
such an eigenvector. 

 R 	Q AVA Q 0 (17.10) 

 Q AVA Q 0  

Since V is a positive definite matrix 

 AVA Q 0 (17.11) 

 	a θ Q 0 (17.12) 

This implies that signal steering vectors are orthogonal to eigenvectors corresponding to 
noise subspace. So, the MUSIC algorithm searches through all angles, and plots the spatial 
spectrum. 

 P θ  (17.13) 

Assume the number of signals, M, is known. Given the data set X (k), k = 1, 2. . . K, the 
MUSIC algorithm proceeds as per the following steps shown in Fig. 17.4. 

 

Fig. 17.4. Steps for MUSIC algorithm. 
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17.3.2. Mathematical Model for ESPRIT Algorithm 

ESPRIT’s acronym stands for Estimation of Signal Parameter via Rotational Invariance 
Technique. This algorithm is more robust with respect to array imperfections than MUSIC 
[12, 13]. Computation complexity and storage requirements are lower than MUSIC, as it 
does not involve extensive searching throughout all possible steering vectors. However, 
it explores the rotational invariance property in the signal subspace created by two 
subarrays derived from the original array with a translation invariance structure [14]. 

It is based on the array elements placed in identical displacement forming matched pairs, 
with N array elements, resulting in m = N/2 array pairs called “doublets” [12] presented  
in Fig. 17.5. 

 

Fig. 17.5. Uniform linear antenna arrays with M incident signals. 

Computation of signal subspace for the two subarrays, Sub_array-1 and Sub_array-2, are 
displaced by distance d. The signals induced on each of the arrays are given by 

 x k A ∗ s k n k  (17.14) 

 		x k A ∗ Λ ∗ s k n k , (17.15) 

where Λ diag e , e , … , e  (DD) diagonal unitary matrix 
with phase shifts between doublets for DOA. Creating the signal subspace for the two 
subarrays results in two matrices, V1 and V2. Since the arrays are translationally related, 
the subspaces of the eigenvectors are related by a unique non-singular transformation 
matrixφ, such that [6] 

 V φ V  (17.16) 

There must also exist a unique non-singular transformation matrix T, such as 

 V AT	and	V AΛT (17.17) 

And, finally, we can derive 
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 TφT Λ (17.18) 

Thus, the eigenvalues of φ must be equal to the diagonal elements of Λ, such that 

λ1	 e θ 		, λ2	 e θ , …… , λM	 	 e θ , once the eigenvalues of 
ф,λ1, λ2... λM are calculated, we can estimate the angles of arrivals as 

 θ sin . (17.19) 

Clearly the ESPRIT eliminates the search procedure and produces the DOA estimation 
directly in terms of the eigenvalues without many computational and storage 
requirements. This Eigen structure method has an excellent accuracy and resolution in 
many experimental and theoretical studies. 

17.3.3. Mathematical Model for Maximum-Likelihood Algorithm 

This method depends on spatial spectrum [15]. DOAs are obtained as locations of peaks 
in the spectrum. The concept of localisation is simple, but offers modest or poor 
performance in terms of resolution [16]. One of the main advantages of these techniques 
is that it can be used in situations where we lack information about properties of the signal 
[17]. The estimate is derived by finding the steering vector A, which minimizes the beam 
energy AVA  subject to the constraint EAH = 1. 

 

 F AVA α EA 1  (17.20) 

When the gradients of A	and A  are evaluated, they are found to be complex conjugates 
of each other. Setting one of them to zero results in the solution 

 A αV /2 (17.21) 

The quantity α is determined from the constraint	EA 1. Hence 

 A R E E V E  (17.22) 

Thus, the power spectrum in the beam is given by 

 P θ AVA E V E  (17.23) 

As expected, the peaks of P(θ) correspond to the direction of arrival of the given signal. 
Hence, the following algorithm steps: 

 Collect the data samples X; 
 Estimate the correlation matrix R; 
 Estimate the number of signals; 
 Evaluate P (θ). 
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17.3.4. Matrix Pencil Method 

The Matrix Pencil formulations use the real Matrices to estimate the DOA of multiple 
signals simultaneously impinging on the ULA [18, 19]. The vector x (n) is the set of 
voltages measured at the feed point of antenna element of the ULA. Therefore, x (t) can 
be modeled by a sum of complex exponentials. The observed voltage is given by: 

 y t x t n t R e n t  (17.24) 

where y (t) = observed voltages at a specific instance t; 
n(t) = noise associated with the observation; 
x(t) = actual noise free signal. 

Therefore, one can write the sampled signal as, 

 	y P ∑ R z n p , for p= 0, 1,… , N -1 , (17.25) 

where 

 Zi =	e	 	 	 , for i = 1, 2, …, N (17.26) 

In this chapter, it has been assumed that the damping factor αi is equal to zero. The 
objective is to find the best estimation for θ. Let us consider the matrix Y which is obtained 
directly from x (p). Y is a Hankel matrix, and each column of Y is a windowed part of 
original data vector, {x (0) x (1) x (2) … x (N -1)}. 

 	

x 0 x 1 … x L 1
x 1 x 2 … x L
⋮ ⋮ ⋱ ⋮

x N L x N L 1 … x N L

 (17.27) 

																																																																																																																																					 N	 L 1 	x	 L   

The parameter L is called the pencil parameter. L is chosen between N/3 and N/2 for 
efficient noise filtering [12, 13]. The variance of the estimated values of Ri and Zi will be 
minimal if the values of L are chosen in this range [14]. From the matrix Y, we can define 
two sub-matrixes, say  

 						Y 	

x 0 x 1 … x L 1
x 1 x 2 … x L
⋮ ⋮ ⋱ ⋮

x N L 1 x N L … x N 2

 (17.28) 

																																																																																																								 N	 L 	x	 L  

 Y 	

x 1 x 1 … x L 1
x 2 x 2 … x L
⋮ ⋮ ⋱ ⋮

x N L x N L 1 … x N 1

 (17.29  

	 																																																																																													 	N	 L 	x	 L 	 	
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We can also write 

 Y Z R	Z 	  (17.30) 

 Y Z 	R 	Z Z 	 (17.31) 

 Z 	

1 1 … 1
Z Z … Z
⋮ ⋮ ⋱ ⋮

Z Z … Z

 (17.32) 

 	 	 	  

 Z 	

1 Z … Z

1 Z … Z
⋮ ⋮ ⋱ ⋮
1 Z … Z

 (17.33) 

 																																																			 	 	   

 Z0 = diag [Z1, Z2,…, ZM] (17.34) 

 R0 = diag [R1, R2,…, RM] (17.35) 

Now, let us consider the Matrix Pencil 

 Yb –λYa = Za-R0 [Z0 –λI]Zb , (17.36) 

where I is the (M×M) identity matrix, one can resolve that the rank of Yb –λYa will be M, 
provided that M≤ L≤ N-M [15-16-17]. However, if λ = Zi, i=1, 2, …, M the ith row of  
[Z0 –λI] is zero, then the rank of this matrix is (M×1). Therefore, the parameters Zi can be 
found as the generalized eigenvalues of the matrix pair {Ya

+Yb – λI} where Ya+ is the 
Moore-Penrose pseudo inverse of Ya, which i s defined as  

 Ya
+ = {Ya

H Ya}-1 Ya
H (17.37) 

The DOA is obtained from  

 θi= sin-1 
	 	

π
, (17.38) 

where Zi is defined in eq. (26) 

17.4. DOA Algorithms Using Uniform Circular Array  

17.4.1. System Model and 2-d Music Algorithm 

We assume that there are N uniform circular array, M narrow band far field signals from 
different incident direction [10, 11]. The radius of the circular array is denoted as r and 
wavelength of narrow band is denoted as λ. The incident angle of the signals is illustrate 
in Fig. 17.6. 



Chapter 17. Direction of Arrival Using Smart Antenna Array 

 339 

 

Fig. 17.6. Uniform circular array geometry. 

The received array signal can 

 X t AS t N t , (17.39) 

where A=[a	 θ ,φ ,…,a	 θ ,φ ] is a matrix of the M steering vectors, which represents 
the possible value set of DOA and 

  a θ ,φ e Ф ,… , e Ф 	 	 		  

and S=[S1(t),…,SM(t)]T is a signal source vector of size (M×1). 

The correlation matrix of received vectors can be written as 

 R E XX 		 E ASS A E WW 	AVA σ², (17.40) 

where V is the covariance matrix of signal vector (S), which is a full rank matrix of order 
M×M, given by 

 V	 E SS 	
E |S | ⋯ 0

0 E |S | 0
0 0 E |S |

 , (17.41) 

where the statistical expectation is denoted by E [  ], and R  is a signal covariance matrix 
of order (N×N), with rank M given by 

 R 	

E |S | ⋯ … 0 … 0
0 E |S | … 0 … 0
⋮ ⋱ … ⋮ . . 0
0 0 … E |S | . . 0
0 0 … 0 … 0

 (17.42) 
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So	R , has N-M eigenvectors corresponding to zero eigen values. We know that steering 
vector	a θ ,φ , which is in the signal subspace is orthogonal to noise subspace let Q be 
such an eigenvector. 

 R 	Q AVA Q 0 (17.43) 

Since V is a positive definite matrix: 

 		a θ , φ Q 0 (17.44) 

This implies that signal steering vectors are orthogonal to eigen vector corresponding to 
noise subspace. So the MUSIC algorithm searches through all angles and plots the spatial 
spectrum: 

 			P θ,φ
θ,φ θ,φ

 (17.45) 

17.4.2. The Proposed Algorithm 

In the modified algorithm, we will reconstruct the data matrix: 

 Y	 T	X∗ (17.46) 

The ‘*’ represents complex conjugate, T is an N order inverse identity matrix, which is 
called transition matrix. The covariance matrix of the data Y is 

 	R 	 T	R ∗	T (17.47) 

We introduce a new array covariance matrix, which is the sum of RY and Rx 

 				R R R 	 AR T AR A ∗	T	 2	σ²I	 (17.48) 

According to matrix theory, if q is an eigenvector corresponding to a zero eigen value of 
matrix ARSA, then q must also be an eigenvector correspond to the zero eigen value of 
matrix T [ARSA]*T . We observe that matrix Rx, RY and R have the same noise subspace. 
By performing eigen value decomposition with R, we get its eigen values and its eigen 
vectors. According to the estimated number of signal sources, the noise subspace among 
the eigen vectors can be distinguished. With the new noise subspace, we can construct 
MUSIC spatial spectrum: 

 P θ,φ
θ,φ θ,φ

 (17.49) 

17.4.3. 2D- Matrix Pencil 

We consider a circular array of isotropic antennas evenly spaced dx and dy respectively 
along the axes OX and OY. Where we assume dx = dy = d. The network receives signals 
Ms with the angles of incidenc (θq, φq), which are respectively φq, θq and the directions 
of arrival in elevation and in azimuth. The information on the arrival direction is contained 
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in the eigenvalues of the two transformation matrices that bind respectively subnets1 and 
2 in the X direction and subnets 3 & 4 in the Y-direction [20, 21]. The values of αx and 
αy are written in the following form: 

 αxi = exp( j 
	 	∆

	sinθi cosФi ) (17.50) 

 αyi = exp( j 
	 	∆

	sinθi sin Фi ) (17.51) 

The elevation and azimuth are expressed by the following equation: 

 θi = Arcsin [ 
∆
	 Ln	α ² Ln	α ²  ] (17.52) 

 Фi = Arctg 
	

	
	  (17.53) 

where i= 1, 2, ... , Ms 

17.5. Results and Discussion 

A comparative study [22-24] has been made between MUSIC, ESPRIT and MLE 
algorithms for DOA estimation, using the MATLAB software tool. We analyzed the 
performance of these algorithms by varying a number of parameters relating to antenna 
arrays, such as the number of array elements N, spacing between the array elements d, 
and the number of snapshots taken at any time. In this simulation, we have considered the 
M number of stationary signal sources impinging on the number of uniform linear array 
elements, which are equispaced with a separation of λ/2. We also considered the randomly 
generated symbols for each of the signal sources with equal magnitudes. The noise is 
assumed to be additive white Gaussian having unit variance. Simulations have been done 
for three signals arriving from different angles θ = 30º,	θ = 30º, and θ = 60º, and our 
algorithm spatially searched through angles from 90º to 90º. 

The simulation results of MUSIC, ESPRIT, and MLE algorithms on 3 signals coming 
from different angles (-30, 30, 60), indicate in Tables 17.1 – 17.6, we resolve clearly that, 
if array size increases from 4 to 12 elements, the peak spectrum becomes sharp. The 
resolution capacity increases also if the number of snapshots increases (from 128 to 1024). 
The 3 signals are clearly identified, we observe also that if the spacing between the antenna 
array changes from 0.25 λ to 0.75 λ, we get better resolution of estimated peaks, but we 
also observe some peaks in the case of d = 0.75 λ due to grating lobes. 

A comparison can be made between the 3 methods in terms of errors; the tables indicate 
that MUSIC presents less errors then ESPRIT and MLE. The tables illustrate that, for 
different numbers of array, values of snapshot, and distances between the elements of 
array, MUSIC presents a maximal error of 11 % and a minimal error of 0.16 %, compared 
with ESPRIT with a maximal and minimal error of 33.3 and 0.33 %, respectively, and 
MLE with a maximal error of 29.66 % and a minimal error of 0.33 %. We have proved 
that the MUSIC algorithm provided great resolution and accuracy. In previous studies 
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[22], the authors indicate that the spectrum does not contain side lobes, but they omitted 
that if the distance between elements of antenna exceed 0.6 λ the spectrum contain side 
lobes. The computation complexity and storage requirements for ESPRIT are lower than 
MUSIC, as it does not involve extensive searching throughout all possible steering, as 
was presented in other work [23]. 

Table 17.1. DOA estimation (k = 1024, d	 0.5λ). 

N °  °  °  °  

4 
-30 -30.2 -0.2 -29.8 +0.2 -29.5 +0.5 
30 30.2 0.2 29.6 -0.4 31.6 +1.6 
60 59.9 -0.1 59.4 -0.8 55.4 -4.6 

6 
-30 -30.1 -0.1 -29.9 +0.1 -29.9 +0.1 
30 30 0 30.1 0.1 30 0 
60 59.8 -0.2 60.1 -0.2 60.4 +0.4 

8 
-30 -29.9 +0.1 -29.8 +0.2 -30.1 -0.1 
30 30 0 30.2 0.2 29.9 0.1 
60 60 0 60 0 60 0 

10 
-30 -30 0 -30 0 -30 0 
30 30 0 29.8 -0.2 30.2 +0.2 
60 60 0 59.9 -0.1 60 0 

12 
-30 -30 0 -29.8 +0.2 -30 0 
30 30 0 30.1 0.1 29.9 -0.1 
60 60 0 59.9 -0.1 60 0 

 

Table 17.2. DOA estimation (k = 128, d	 0.5λ). 

N °  °  °  °  

4 
-30 -30.6 -0.6 -30.8 -0.8 -30.4 -0.4 
30 29.4 -0.6 31.5 +1.5 32.6 +2.6 
60 58.6 -1.4 55.1 -5.9 56 -4 

6 
-30 -29.9 +0.1 -30.9 -0.9 -30.1 -0.1 
30 30 0 28.8 -1.2 30.1 +0.1 
60 59.9 -0.1 61 +1 60.1 +0.1 

8 
-30 -30 0 -30.1 -0.1 -30.2 -0.2 
30 30.2 0.2 30.1 +0.1 30 0 
60 59.6 -0.4 59.7 -0.3 60.1 0.1 

10 
-30 -30 0 -29.9 +0.1 -29.9 +0.1 
30 30.1 0.1 30 0 30.1 +0.1 
60 59.9 -0.1 60.5 +0.5 60 0 

12 
-30 -30 0 -30.2 -0.2 -30.1 -0.1 
30 30 0 30 0 30 0 
60 59.9 -0.1 60.6 +0.6 59.9 -0.1 

 

 



Chapter 17. Direction of Arrival Using Smart Antenna Array 

 343 

Table 17.3. DOA estimation (k = 1024, d	 0.25λ). 

N °  °  °  °  

 
4 

-30 -30.6 -0.6 -31.9 -1.9 -29.5 +0.5 
30 31 1 40.2 +10.2 32.6 +2.6 
60 64.4 +4.4 55.1 -5.1 42.6 -12.6 

 
6 

-30 -29.8 +0.2 -29.6 +0.4 -30.3 -0.3 
30 30 0 30.4 +1.4 30.1 +0.1 
60 60.2 +0.2 61 +1 42.6 -12.6 

 
8 

-30 -30.1 -0.1 -30.2 -0.2 -30.1 -0.1 
30 30 0 30.1 +0.1 31.3 1.3 
60 59.9 -0.1 60.1 +0.1 56.7 -4.3 

 
10 

-30 -30 0 -29.9 +0.1 -30 0 
30 30 0 29.9 -0.1 30.4 +0.4 
60 59.9 -0.1 59.8 -0.2 59.4 -0.6 

 
12 

-30 -30 0 -30 0 -30.2 -0.2 
30 30 0 30.1 0.1 29.9 -0.1 
60 59.9 -0.1 60.5 +0.5 60.2 +0.2 

 

Table 17.4. DOA estimation (k = 128, d	 0.25λ . 

N °  °  °  °  

4 
-30 -29.9 +0.1 -28.9 +1.1 -31.6 -1.6 
30 33.7 3.3 26.5 -4.5 22.6 -7.4 
60 60.4 +0.4 45.1 -15.9 44.5 -16.5 

6 
-30 -30.4 -0.4 -31.9 -1.9 -30.2 -0.2 
30 29.9 -0.1 32.8 2.8 30.1 +0.1 
60 59.1 -0.9 57.5 -3.5 42.2 -17.8 

8 
-30 -29.9 0.1 -29.5 +0.5 -28.6 +1.4 
30 30.1 0.1 30.7 +0.7 30.4 +0.4 
60 59.9 -0.1 61 +.1 60.1 +0.1 

10 
-30 -29.7 0.3 -30.5 -0.5 -29.9 +0.1 
30 27.7 -2.3 30.3 -30.3 30.6 +0.6 
60 59.9 -0.1 60.5 +0.5 58.9 -1.1 

12 
-30 -30 0 -30.8 -0.8 -29.7 +0.3 
30 30 0 29.3 0.7 30.1 +0.1 
60 59.9 -0.1 59.2 -0.8 60.1 +0.1 

 

The comparisons between MUSIC method investigate in this work and the proposed 
method in [24] indicates that the performance of MLE degrades by changing the 
parameters: number of antenna, samples and distance between elements, moreover the 
results of the MLE and MUSIC indicate that the MLE algorithm presents more errors at 
the level of angles compared to the MUSIC result. 

To validate our studies, a comparison was made with experimental results. Table 17.7 
illustrates the comparison between the MUSIC, ESPRIT, and MLE methods. The authors 
in [25] indicate that, to decrease the SNR and avoid undesirable lobes, the number of 
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antennas should be increased and the distance between the elements should be limited to 
λ/2. However, they have omitted two essential factors: the signal power and the spectrum 
of angles that are linked to the number of snapshots. If we increase them, the power 
increases and the peaks become sharp. The angles (-2 3) are properly determined with 
precision and with an important magnitude = 49.9 dB compared to [26], as illustrate  
in Fig. 17.7. 

Table 17.5. DOA estimation (k = 1024, d	 0.75λ). 

N °  °   °   °   

4 
-30 -29.8 +0.2 -26.5 +3.5 -28.8 +1.2 
30 30 0 30.1 +0.1 30 0 
60 56.7 -3.3 62.6 +2.6 58.4 -1.6 

6 
-30 -28.4 -1.6 -29.9 +0.1 -29 1 
30 30 0 30.1 2.8 29.9 -0.1 
60 59.1 -0.9 56.7 -3.5 57.7 -2.3 

8 
-30 -29.9 +0.1 -27.8 +0.5 -29 +1 
30 30 0 29.9 +0.7 30.1 +0.1 
60 56.6 -3.4 60.1 +0.1 58.2 -1.8 

10 
-30 -29.8 0.2 -27.7 +2.5 -28.9 +1.1 
30 30 0 30 0 30.2 +0.2 
60 59.6 -0.4 60.3 +0.3 58.3 -1.7 

12 
-30 -30 0 -29.9 +0.1 -28.8 +1.2 
30 30 0 30 0 30 +0 
60 59.8 -0.2 56.6 -3.6 58.5 -1.5 

 

Table 17.6. DOA estimation (k = 1024, d	 0.75λ). 

 

 

N °  °   °   °   
4 -30 -28.7 +1.3 -28.7 +1.3 -28.9 +1.1 

30 29.6 -0.4 30.3 +0.3 30.6 0.6 
60 58.5 -1.5 58.6 -1.4 58.4 -1.6 

6 -30 -29.1 +0.9 -24.6 +5.4 -28.8 +1.2 
30 30.1 0.1 30 0 29.9 -0.1 
60 57.9 -2.1 56.5 -3.5 58.1 -1.9 

8 -30 -29.5 +0.5 -28.2 +1.8 -29 +1 
30 29.9 -0.1 30.1 +0.1 30.1 +0.1 
60 57.2 -2.8 59.5 -0.5 58.1 -1.9 

10 -30 -29.3 +0.7 -29.8 +0.2 -28.9 +1.1 
30 30 0 30 0 30.1 +0.1 
60 57.6 -2.4 56.9 -3.1 58.3 -1.7 

12 -30 -29.7 +0.3 -29.9 +0.1 -28.7 +1.3 
30 30 0 30.1 0.1 30.1 +0.1 
60 58.8 -1.2 60.4 0.4 58.3 -1.7 
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Table 17.7. DOA comparison with d= 0.5 λ 

N °  
 

[25] 
 

 
[25] 

 
 

[25]
 

2 
-10 18 -11.4 -51.8 -15.9 -16.75 -17.6 
-30 -49 -28.8 -44.8 -32.3 -48.75 -40.8 
50 36 53.6 75.42 49.6 35.5 42.9 

4 
-10 3 -9.3 -27.1 -13.2 -6.5 -5.3 
-30 -7 -35.1 -34.45 -39.3 -28.25 -20.7 
50 58 49.9 46.9 52.8 57.2 56.6 

 

 

Fig. 17.7. Spectrum of MUSIC and proposed method. 

Table 17.8 groups the results of a comparison between the MUSIC algorithm [27] and the 
proposed MUSIC algorithm. This table indicates that, for [27], the angles 50 and 60° 
present an error of 10 and 3.33 %, contrary to the proposed algorithm, which assures a 
minimum error of 0.8 % for 50° and 0.6 % for 60°. Therefore, we note that the proposed 
algorithm MUSIC is more robust and precise in detection of the angles. 

Table 17.8. MUSIC comparison. 

°  [27] %   %	  
50 55 10 50.4 0.8 
60 62 3.33 59.6 0.6 

 

In the following step, the simulation results of the proposed MUSIC algorithm 
investigated at this research work was compared with the experimented one [26 - 28] using 
Uniform Circular array (UCA). The comparison was made in the same condition: UCA 
with five antennas, radius r = 124 mm. the radiation source is pulse signal and the distance 
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between the radiating antenna and the direction finder receiving antenna approximately is 
8 m. The carrier frequency is 6 GHz. And according to the estimated received signal, the 
receiving data SNR is above 20 dB according to [28], a 44 planar antenna array with  
0.5 λ element spacing for [26] and UCA with 8 antenna element, 2 source and noise  
= 12 dB, with BPSK modulation, the search step of MUSIC is 0.1° and the noise intensity 
is -12 dB according to [27]. 

In the simulations illustrate in Figs. 17.8 and 17.9, we note that the proposed can resolve 
clearly the azimuth elevation (133.6, 137.8) and (78.6, 82.4) respectively and the 
peaks are sharp, while the Music only fond one peak around there. To confirm the first 
simulation result, another simulation presented in Fig. 17.9, using unequal power signal 
arriving at azimuth and elevation are (128.4, 116) and (78, 84). The Fig. 17.9 confirms 
that the proposed Music algorithm can resolve clearly the angles θ, φ  and the peaks 
become sharp. 

From the simulation results indicate in Figs. 17.8 and 17.9, both of the two algorithms can 
get a correct estimation of the direction angle of independent signals. Because of 
reconstructing the data covariance matrix in the modified algorithm, which is equivalent 
to utilize the information of the data one more time, the peak of spectrum becomes sharper 
and the precision is higher compared to the results indicated in [28]. 

Fig. 17.10 indicates that angles have the same values but the proposed method presents a 
good magnitude for angles (99.48, 50.13); (64.88, 15.1), the magnitude is 40.15 dB,  
38.84 dB respectively. We resolved that the proposed method can detect, estimate the 
DOA clearly and present an efficient magnitude with +0.24 % for angles (99.48 50.13) 
and +0.02 % for angles (64.88 15.1) compared to result given in [26]. 

 

Fig. 17.8. Spectrum of proposed MUSIC method for azimuth and elevation  
(133.6, 137.8); (78.6, 82.4). 
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Fig. 17.9. Spectrum of proposed MUSIC method for azimuth and elevation  
(128.4, 116); (78, 84). 

 

Fig. 17.10. Spectrum of proposed MUSIC method for azimuth and elevation  
(128.4, 116); (78, 84). 

Table 17.9 illustrates the result of the comparison between proposed method and MUSIC 
method indicate at [28]. It can be seen that the proposed method estimates 3 DOA more 
accurately while the experimented one cannot detect angles when the Number of signals 
exceeds 2. The proposed method gives a less error margin to estimate DOA. 

Table 17.10 indicates that even if the values of number radius change, the proposed 
method give a higher precision and value of peaks, contrary to experimented one [27]. It 
cannot detect all angles even if number of signals increases. Results indicate that proposed 
method MUSIC based on UCA does not have a problem of aperture vagueness. 
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Table 17.9. Comparative result for different signals. 

Signal       

1 

[28] 
78 
84 

78.5 
82.5 

+0.0064 
0 

128.4 
116.0 

129.5 
117 

+0.0082 
+0.0086 

Pm 
78 
84 

78 
84 

0 
0 

128.4 
116.0 

128.1 
116.2 

-0.0023 
+0.0017 

2 

[28] 
77.0 
85.8 

76.0 
86.5 

-0.0065 
0 

128.2 
120 

129.5 
121.5 

77.0 
85.8 

Pm 
77.0 
85.8 

77.0 
85.8 

0 
0 

128.2 
120 

128.2 
120.1 

00 
+0.0008 

3 

[28] 
78.6 
82.4 

0 
0 

-1 
-1 

133.6 
137.8 

0 
0 

-1 
-1 

Pm 
78.6 
82.4 

79.0 
85.4 

+0.005 
+0.036 

133.6 
137.8 

134 
137 

+0.0029 
-0.0028 

Pm: is the proposed method. 

 

Table 17.10. Comparative result for different radius. 

Radius Pm [27] 
Error (deg) 

[27] 
Error (deg) 

Pm 

0.1 λ 57.100000 57.100002 +0.10002 +0.10002 

0.5 λ 57.100004 57.100004 +1.00004 +1.00004 

0.8 λ 56.900000 56.900002 -1.90002 -1 

1.0 λ 57.000000 57.000004 +0.00004 0 

 

The computer simulation results are given to illustrate the performance of the Matrix 
Pencil method. The noisy signal model is formulated from (10). n(k) id treated as a zero 
mean Gaussian whit noise with variance σ². The distance between any two elements of 
the smart antenna is half wavelength. y(k) is the voltage induced at each of the antenna 
elements, for k=0, 1, …,N-1. In order to demonstrate the numerical properties, a 
comparative study was made between the Matrix Pencil and pencil method indicates in 
[29 - 32]. 

Table 17.11 illustrates the comparison between Matrix Pencil investigate in this research 
work using UCA and Matrix Pencil indicate at [30]. Through to comparison The authors 
in [30] indicate that the matrix pencil can accuracy estimate the direction of arrival of 
signal on smart antenna only with one snapshot but the pencil method studied in this work 
gives more precision than [30] because we have chosen a better value of parameter of 
pencil ‘L’ to increases the precision and the uniform circular arrays have better 
performance than the other geometry. 
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Table 17.11. Comparative results for Matrix Pencil with various elements. 

Number of elements 		    

7 

Pencil [30] 
30 
60 

37.5900 
61.8400 

0.253 
0.030 

This 
Work 

30 
60 

30.0017 
60.0928 

0.226 
0.025 

8 

Pencil [30] 
30 
60 

30.1800 
61.6400 

0.006 
0.027 

This work 
30 
60 

30.0477 
60.0267 

0.003 
0.018 

10 

Pencil [30] 
30 
0.2 

30.3100 
0.2100 

0.010 
0.05 

This 
Work 

30 
0.2 

30.0004 
0.2010 

0.006 
0.005 

14 

Pencil [30] 
30 
60 

30.1700 
59.4900 

0.005 
0.0085 

This 
Work 

30 
60 

29.9975 
60.0009 

0.0026 
-0.0033 

 

In Table 17.12, the MP given in this work gives a good precision compared to the proposed 
one indicate at [29]. The authors in [29] didn’t give the number of snapshots using in this 
case contrary to the second case when they use 100 element with 5 faulty elements, they 
are used one snapshots to demonstrate the efficiency of their proposed method, but in our 
case we have chosen the same number of snapshots in order to improve the robustness of 
our method with only one snapshots even if the number of elements changed or one of 
them stops working.  

We compare the LMS investigate at this work and LMS indicate at [31-32]. From  
Fig. 17.11 we observe that the final weighted array which has a sharp peak at the desired 
direction of 0º and a null at the interfering direction of -60º. In Fig. 17.12 it is observed 
that the array output acquires and tracks the desired signal after 20 iterations contrary to 
the results indicated in [31-32]. If the signal characteristics are rapidly changing, the LMS 
algorithm may not allow tracking of the desired signal in a satisfactory manner. 

It is describes the algorithmic changing the weighting in each iteration from Fig. 17.13, it 
shows the graph of signal versus number of iteration. In which array output acquire and 
track after 20 iterations. If the characteristic of the signal rapidly changing, the LMS 
algorithm may not allow tracking of the desired signal in a satisfactory manner. Finally, 
we simulated the MSE error in each iteration shows in Fig. 17.14, and shows the 
relationship between mean square error and number of iteration. In which MSE is 
decreases with iteration and after 20 iterations it become converged. 
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Table 17.12. Comparative results for Matrix Pencil for 100 and 95 elements.  

Number of  elements 		   RMSE 

100 

Pencil [29] 

0 0.0004 

0.0019 

5 5.0001 
10 9.9948 
15 15.0014 
20 20.0045 
30 29.9984 

This 
Work 

0 0.0000 

0.0006 

5 5.0001 
10 9.9991 
15 15.0001 
20 20.0000 
30 30.0001 

95 

Pencil [29] 

0 0.0067 

0.0023 

5 5.0024 
10 10.0014 
15 14.9976 
20 19.9965 
30 29.9991 

This 
Work 

0 0.0005 

0.0018 

5 5.0006 
10 10.0008 
15 15.0009 
20 20.0000 
30 29.9999 

*RMSE is the Root Mean square Error is defined as: RMSE= E 		θ 	 		θ ², where E is the mean 
value,		θ 	 is the actual DOA and θ  is the estimated values. 

 

Fig. 17.11. The array factor using LMS algorithm. 
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Fig. 17.12. Acquisition and tracking of desired signal using LMS algorithm. 

 

Fig. 17.13. Magnitude of array weights using LMS algorithm. 

 

Fig. 17.14. Magnitude of array weights using LMS algorithm. 
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17.6. Conclusion  

The modern high resolution methods based on the concept of subspace are among the 
most efficient for estimating the directions of arrival (DOA) of signals using array 
antennas. In this study presented an analysis of randomly spaced smart antennas. First, 
randomly spaced linear and planar signal models were studied. After understanding the 
non-uniform model, several DOAs and Pencil algorithms were theoretically analyzed; 
such as the Esprit, MLE and MUSIC algorithms for direction of arrival, and the LMS. 
These algorithms were implemented by using MATLAB .The first part of the experiments 
analyzes the DOA algorithms by considering two different scenarios: with using uniform 
linear array for ‘Music, Esprit and MLE’ and uniform circular array for Matrix Pencil, 
MLS and MUSIC. Both algorithms yield a good results for detecting DOAs; however, the 
Pencil algorithm and MLS algorithm yields more accurately.  
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Chapter 18 
UAV Control Based on Optimized Neural 
Network 

Roderval Marcelino, Vilson Gruber, Luan Casagrande, Renan 
Cunha, Yuri Crotti, Sarah de Rezende Guerra1 

18.1. Introduction 

In the last years, there was a rising interest in relation to the utilization of unmanned aerial 
vehicle (UAV) mainly because of the technological advances that occurred in essential 
equipment such as computers, sensors, batteries, electric motors and speed electronic 
control (ESC). This allowed the development of new UAVs with less weight, size, cost, 
and with more endurance of flight. In addition, with the growing interest of the scientific 
community, the UAV is becoming more accurate, thus reducing the risk of crashes and 
collisions. 

As a result, mainly by lower cost and risk that it creates, the UAV has become a reliable 
alternative for jobs that were previously done by manned aircraft. Both in the military and 
in the civil sector, this equipment is increasingly present in various tasks, including 
defense and security, mapping, image acquisition, among others. 

Considering this growing use of UAVs, a demand for flight control systems to act as an 
automatic pilot is increasing significantly. Different methodologies are being tested for 
this purpose, including Neural Network [1], PID (Proportional Integral Derivative) 
controller [2], sliding mode control [3], Neuro-Fuzzy system [4], Fuzzy system [5], among 
others. Currently the most widely used controller on the market for this kind of application 
is the PID [4]. According to [4], the justification for this massive preference is the fact 
that its implementation is relatively simple and cheap.  

However, the fixed wing UAV category has the possibility to move in six degrees of 
freedom (DoF). The dynamics of an airplane in this category consists of a non-linear 
model with a high complexity degree. Considering this problem, a PID system would 
require recalibration every flight in which any of the basic flight characteristics change. 
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As a solution for the control, other methods based on artificial intelligence are being 
proposed, such as the use of control systems with Fuzzy, Artificial Neural Network 
(ANN), among others [2]. Such methods offer new possibilities for modeling the problem 
in a non-linear manner without calibration in each flight.  

This work proposes a new solution using an ANN multilayer perceptron optimized 
through the use of genetic algorithm (GA) to control two degrees of liberty (pitch and roll) 
of a fixed wing UAV. Section 18.2 will introduce UAV, its classification, and degrees of 
liberty. Section 18.3 will introduce ANN, GA and the proposed solution for optimization. 
Section 18.4 will describe the simulation system. Section 18.5 will describe the 
optimization system. Section 18.6 will describe the results and Section 18.7 will conclude 
this chapter and present future work. 

18.2. UAV 

18.2.1. Classification 

UAV can be denominated as: remotely piloted aircraft (RPA), unmanned aerial vehicle 
system (UAVS) or Drones. These vehicles are built with systems which operate as either 
remotely controlled, semi-autonomously, or autonomously [6]. 

There are a huge variety of UAVs and systems to classify this equipment, but generally it 
is classified by dimension [4], functionality [7], sustainability [1], among others. This 
chapter will follow the system of classification based on the dimension of the system [8]. 
In this classification system, UAVs are divided between small, medium and large. Each 
category is defined by some specific features. 

A. Small UAV 
a) Maximum take-off weight up to 150 kg; 
b) Flown within the visual line-of-sight of the operator up to 500 feet above the 

ground. 

B. Medium UAV 
a) Maximum take-off weight between 150 kg and 600 kg; 
b) Typically operated below 18000 feet above sea level; 
c) Range of less than 800 km; 
d) Endurance of only a few hours. 

C. Large UAV 
a) Maximum take-off weight above 600Kg; 
b) Flight range is not defined; 
c) Long autonomy. 

The small UAV class is experiencing tremendous growth mainly due to the low cost, ease 
of use and less difficulty of integration in the national airspace [8]. On the other hand, 
medium UAVs are generally operated by militaries and large UAVs are only operated by 
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militaries, and as a consequence, the use of airplane in these categories is controlled. In 
this work is being proposed the use of a small UAV to simulate the control system based 
on ANN optimized. 

18.2.2. Control Surfaces 

As defined above, an airplane has six DoL. These six degrees can be divided into two 
different movements. The first one, angular movement, is composed by pitch, roll, and 
yaw. The second one, directional movement, is composed by the X, Y, and Z movement. 
All these movements are being demonstrated in the Fig. 18.1. 

 

Fig. 18.1. Angular movement and directional movement. 

The aircraft used in this work consists of all the traditional surfaces, and as a consequence, 
it uses four actuators to control: 

 Motor: Controls the velocity of the airplane; 
 Elevator: Controls the pitch angle; 
 Aileron: Controls mainly the roll angle; 
 Rudder: Controls mainly the yaw angle. 

The control system will realize the lateral and longitudinal control. In the lateral control, 
the optimized ANN will act directly on the aileron, then adjusting the roll angle to zero. 
In the longitudinal control, the system will act using the elevator and the motor, causing 
the pitch angle to approach zero. 

18.3. Genetic Algorithm and Artificial Neural Network 

Artificial Neural Network (ANN) simulates organizations that have the capacity to be 
adapted to their training environment [9]. Basically, ANN simulates a human brain, 
because each node is connected to other nodes simulating the connection between 
neurons. Furthermore, each node has a specific skill and each connection between the 
nodes has a specific weight called synaptic weigh. This synaptic weight is an important 
parameter to define the importance of the connection between the nodes.  
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On the other hand, Genetic Algorithm (GA) is a biological metaphor for the evolution of 
species, as described by Charles Darwin. All the individuals, that have their own genome, 
will be evaluated and the best ones will survive the elimination process. The worst 
individuals will be eliminated and new ones will be created through the crossover and 
mutation techniques. As output, it doesn't guarantee the best solution possible for the 
problem, but this algorithm has the capacity to find an acceptable and optimized  
solution [9]. 

It is known that the topology of an ANN influences in solving the problem, because it can 
directly affect the accuracy of the result. Other important aspects of an ANN such as 
generalization, learning rate, connectivity and tolerance to network problems are strongly 
linked to the topology choice [10]. 

The most common way to find the best topology is using the heuristic methods. However, 
as the problem in discussion is considerably complex, heuristic methods can lead to 
inaccurate results, thus hampering the operation of the control system. 

Consequently, the utilization of an optimization method as GA becomes an interesting 
solution to the problem in discussion, because the ANN structure can be assessed by the 
performance of the network, thus ensuring that the result will be the best possible in the 
search space.  

There are different ways for GA to interact with ANN, such as [11]: 

 ANN is used to support GA: the network creates a primary population, while AG 
optimizes the population. 

 GA is used to optimize ANN: In this case, GA can contribute selecting topology, 
parameters, learning rate, weights and/or bias. 

In [10 - 15], some of these interactions were proposed in different problems, and in all 
these works the optimization was successfully obtained. 

Considering the benefits that GA can create to ANN and the complexity of the problem, 
a solution based on both algorithms was proposed. In this solution, GA contributes directly 
to the ANN, finding its best topology and the main characteristics of the network through 
the performance analysis using the method mean squared error (MSE). 

18.4. Optimization System Descript 

The structure of the system is divided between the generations of individuals representing 
the structures of ANN, fitness analysis using MSE, sort the individuals, crossover and 
mutation. 

The first step is to generate the individuals. In this system, besides randomize the structure 
of the ANN, the transfer function, the backpropagation function and the learning rate was 
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randomized too. These characteristics were chosen to ensure that the main variants of the 
ANN are optimized. 

To reduce the computational cost, the variation in the number of hidden layers in the 
structure of the ANN ranged from 1 to 10 layers, where each internal layer can be defined 
between 1 and 10 neurons. Each topology has a number of randomly generated hidden 
layers and each layer has a number of neurons also generated randomly.  

Each layer in the structure has one transfer function that is randomly defined too. For this 
problem, it was defined as an option the linear transfer function, log-sigmoid transfer 
function (18.1) and the hyperbolic tangent sigmoid transfer function (18.2). 
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The learning rate is defined randomly between the maximum and minimum value too. In 
addition, each structure will have a backpropagation function defined randomly in a list 
of 10 possibilities. Considering the variety of topologies that will be created through the 
code, different backpropagation algorithms should be analyzed. This is necessary because 
each function with its own specificity can improve a range of structures. The algorithms 
included in this problem are described below:  

 Levenberg-Marquardt optimization; 
 Bayesian Regularization Backpropagation; 
 BFGS quasi-Newton method; 
 Resilient Backpropagation; 
 Scaled conjugate gradient backpropagation; 
 Conjugate gradient backpropagation with Powell-Beale restarts; 
 Conjugate gradient backpropagation with Fletcher-Reeves updates; 
 Conjugate gradient backpropagation with Polak-Ribiére updates; 
 One-step secant backpropagation; 
 Gradient descent backpropagation. 

After generating all the necessary data for each individual, these data are organized in a 
chromosome structure. Each chromosome is a layer of the ANN. The first chromosome is 
the input layer and stores all the weights between the input neurons and the neurons in the 
first hidden layer. Next, the chromosomes that determine the structures of the hidden layer 
are responsible to store all the weights between the current hidden layer and the next 
hidden layer, the bias from the previous layer, and the transfer function of the current 
layer. The last layer represents the output of the ANN and this chromosome stores the bias 
value from the last layer, the transfer function, learning rate of the structure, and the 
backpropagation function used. A representation of the structure is presented in Fig. 18.2. 
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Fig. 18.2. General Structure of an Individuous. 

After the generation of individuals, all the artificial neural networks are created and finally 
each ANN is evaluated using MSQ. After, these ANN are sorted using the performance 
from the last step. This order is necessary to start the crossover and mutation process.   

In the crossover, it was defined that the algorithm would select a group composed of  
50 % of the group of individuals. This group would be composed of the individuals who 
have the worst performances in the last step. In addition, it was defined that the algorithm 
would select two of the best individuals to generate a new individual. The crossover point 
in each individual was defined exactly in the middle. 

After dividing each individual in half, a new individual is generated using the parameters 
from each half. However, considering the fact that the connection between the parts will 
be broken, it must generate new random weights and bias for the connection between the 
two halves. 

In the mutation process, it was defined a mutation rate of 40 % for the individuals. After 
being selected, the individual has an equal chance of mutation in the learning rate, 
backpropagation function and transfer function. 

18.5. Simulation 

The model that describes a flight controller based on neural networks requires consecutive 
adjustments of few parameters certain parameters until it achieves satisfactory results for 
a generic network that support all flight situations. Considering this difficulty, it was 
chosen to design the controller through computer simulations. 

The simulation is composed of a number of tools, as is listed below: 

 XPlane 10 

The software XPlane 10 is a flight simulator certified by the FAA (Federal Aviation 
Administration – US) and it has extremely realistic physical aspects that provides a 
high degree of accuracy. An important feature of this simulator is that it has a robust 
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and complete mechanism to interact with other software through the communication 
protocol UDP (User Datagram Protocol). 

 Advanced Data Communication Software 

This software was developed by the authors of this present work, and its function is to 
serve as a channel of communication with the simulator. This was necessary to send 
commands to the aircraft, to read sensor data from the aircraft, among other 
information. 

 Ardupilot 

The ardupilot is a set of tools that makes a complete system of UAV flight control. In 
this work it was used just the logical part of the Ardupilot, i.e. only the flight control 
software. It was connected directly to the X-Plane simulator 10, so it was possible to 
trace routes, set flight plan, set a flight mode, among others. 

It was defined to use the SITL (Software-in-the-loop) methodology to run the simulation. 
This methodology allows simulation of a system without executing the software in a 
hardware, in other words, everything occurs virtually through the software. In [15], the 
authors point out that the software-in-the-loop combines the flexibility and low cost of the 
simulator with the accuracy of the hardware emulator. This technique can be used in the 
modeling and testing phase.  

In this work, the communication software and the Ardupilot were executed using SITL. 
The Control Software (CS) was used in two distinct steps, as described below: 

 1st phase: Acquisition of training data 

In this phase, the airplane was manually positioned in a specific situation in such way 
that the airplane has an angle of roll and pitch greater than zero in the simulator. After, 
the Ardupilot controller was triggered to stabilize the airplane. During this process, the 
communication software received and stored the information send from the X-Plane 
(pitch and roll angle, motor, aileron, rudder, and elevator). With this data, it was 
possible to create the training set necessary to the ANN. 

 2nd phase: ANN Execution 

At this stage, the optimal topology for ANN has already been defined through the 
optimization system. Thus, the communication software was executed in a loop with a 
frequency of 10 Hz. In each loop, the CS captured the angles of roll and pitch, passing 
these to the ANN as input and then obtaining the output. Then, this output was used to 
control the aircraft through the actuators. In this phase, the performance of the 
controller system was evaluated through the simulator. 
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18.6. Results 

Considering that the ANN’s training process is based on a model, it is necessary a set of 
data that is commonly referred to training data. This data set lists a series of input values 
with their respective outputs. 

As mentioned in previous sections, this data was obtained using the communication 
software, Ardupilot, and X-Plane 10. The final training set was composed of 2944 lines 
describing different flight situations. 

With the training set, the optimization code was triggered to find an ideal ANN for the 
simulation. The number of generations was the stop criterion defined for the GA. In this 
experiment, it was defined 10 generations with 500 individuals in each generation. The 
optimization experiment used a mutation rate of 40 % and crossover rate of 50 %. 

This configuration outputs a minimum performance of 2.04 10  for the last 
generation, as shown in the Table 1. The individual with the best performance had a 
maximum error of 0.0055, representing a maximum angular error of 0.99 degrees. In other 
words, the maximum error in the control system is imperceptible to the problem. 

Table 1. Top 10 individuals. 

 Learning Rate Backpropagation Function 
Hidden 
Layers 

Performance 

1 0.9404 Levenberg-Marquardt 5 2.042 10  

2 0.2294 Bayesian Regularization 5 3.224 10  

3 0.3454 Bayesian Regularization 6 4.070 10  

4 0.2319 Bayesian Regularization 5 7.172 10  

5 0.2417 Bayesian Regularization 5 7.993 10  

6 0.9771 Bayesian Regularization 6 9.240 10  

7 0.2417 Bayesian Regularization 6 1.438 10  

8 0.3050 Levenberg-Marquardt 6 1.786 10  

9 0.6934 Gradient Descendent 6 3.861 10  

10 0.4130 Levenberg-Marquardt 4 4.061 10  

 

Considering the top 10 individuals for the last generation, it is possible to conclude that  
5 of the 10 individuals have 6 hidden layers and other 4 individuals have 5 hidden layers. 
Moreover, it is clear that the backpropagation function more present among the best 
individuals is the Bayesian Regularization backpropagation function. This feature was 
present in 7 of the top 10 individuals. 

On the other hand, the learning rate is random among the best individuals, since it varies 
between 0.2294 and 0.9771. In addition, the number of neurons per layer also varies 
considerably. 
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The best topology is shown in Fig. 18.3, where “E” represents an input, “O” an output, 
“H” a hidden layer. The first value after “H” represents the level of the layer. The second 
value represents the neuron identification in the level. The numbers concatenated to the 
letters “E” and “S” also represents the neuron identification in the level. 

The learning rate for this structure was defined as 0.9404 and the backpropagation 
function as Levenberg-Marquardt optimization. 

 

Fig. 18.3. Final Structure used in the Simulation. 

To analyze the quality of the optimization software, it was used statistical data, such as 
the best performance per generation and medium performance per generation. The  
Fig. 18.4 represents the minimum performance per generation. 

It is possible to conclude that the GA produced a considerable improvement between the 
first generation and the octave generation, decreasing from 1.25×10-4 to 2.04×10-7, thus 
demonstrating the efficiency of the proposed problem. However, after the octave 
generation, the system has stabilized at an optimized network. 

Moreover, another important statistical data to be analyzed to evaluate the performance 
of the GA is the average performance per generation. Fig. 18.5 shows this statistical index. 

It is visible that there was a considerable improvement in the individuals until the seventh 
generation. After this generation, the average performance began to stabilize. Also, it is 
possible to conclude that there is still room for improvement in individuals, because the 
average error is high compared if compared with the minimum error. 
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Fig. 18.4. Best Performance per Generation. 

 

Fig. 18.5. Average Performance per Generation. 

After the optimization step, the ANN was tested in the simulator to make sure that it was 
really doing what was purposed. These tests were made using the X-Plane 10 simulator 
and the communication software. 

The aircraft was positioned in the simulator with approximately 28º of pitch angle and 55º 
of roll angle, and then was triggered the stabilization system proposed. Fig. 18.6 and  
Fig. 18.7 show the performance of the system. It is important to cite that the data capture 
frequency was defined in 10 Hz, and as a consequence, in every second 10 frames were 
captured.  
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Fig. 18.6. Recovery of the pitch angle. 

 

Fig. 18.7. Recovery of the roll angle. 

Since the purpose of the control system was to act in the aircraft so that it could fly with 
roll angle and pitch angle around 0 degrees, it is clear that the system performance was 
satisfactory. The settling time, which is the time that the system takes to reach the final 
state, was approximately 2 seconds.  

As can be seen in Fig. 18.6, approximately around the frame 105, there was a small 
disturbance in the pitch angle of the aircraft. This disturbance may be due to the simulation 
processing problems, such as loss of packets sent to the simulator. It is important to note 
that even though a variation generated by external factors, the stabilizer acted aiming to 
correct this discrepancy. The same phenomenon can be observed in Fig. 18.7, 
approximately around the frame 65. 

18.7. Conclusion 

PID has been the first choice UAV control systems. However, our work shows an artificial 
neural network multilayer perceptron optimized for a stabilization system of a fixed wing 
aircraft. Simulation tests have shown that the ANN is another viable option for this kind 
of controller since it achieved the purpose of this work. In addition, the optimization 
algorithm has shown that, due to the difficulty of choosing the best parameters and 
topology for an ANN, is essential to define the best structure for the proposed problem. 
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The same work can be modified and extended to the development of other controls for the 
aircraft. In addition, the optimization algorithm can be used to find optimized neural 
networks to other problems. 
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Chapter 19 
Electrical Power and Energy Measurement 
Under Non-sinusoidal Condition 

Soumyajit Goswami, Arghya Sarkar, Samarjit Sengupta1 

19.1. Introduction 

In an ideal power system, voltage and current waveforms are pure sinusoids. However, in 
practice under different circumstances, voltage and current waveform become distorted in 
nature and causes harmonics and/or interharmonics. The integral multiple of alternating 
current (ac) system fundamental frequency is defined as harmonics of voltage or current 
signals. On the other hand, interharmonics is nonintegral multiple of ac system 
fundamental frequency. Traditional harmonics may cause negative effects such as signal 
interference, overvoltage, data loss, equipment malfunction, equipment heating, and 
damage. On the other hand, power system interharmonics also creates lot of complications 
such as thermal effects, low-frequency oscillation of mechanical system, light and 
cathode-ray-tube flicker, interference of control and protection signals, high frequency 
overload of passive parallel filter, telecommunication interference, acoustic disturbance, 
saturation of current transformer, sub-synchronous oscillations, voltage fluctuations, 
malfunctioning of remote control system, erroneous firing of thyristor apparatus, and the 
loss of useful life of induction motors. As a result, the measurement of different power 
components such as active, reactive and apparent power are error prone. It has been 
established that there are direct relationship between electrical power and energy 
measurement. In this chapter, instead of considering both power and energy, different 
power components measurement under non-sinusoidal condition have been discussed. 

19.2. Need of Power and Energy Measurement 

Power component measurements are important for many purposes such as designing of 
power system equipment, setting tariffs and designing compensation devices for 
improving the quality of the electric energy. Under sinusoidal conditions, the conventional 
instruments provide excellent accuracy in power quantities estimation. But unfortunately, 
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in modern electrical energy systems, voltages and especially currents become less 
sinusoidal and periodical due to the large number of domestic and industrial non-linear 
loads. The nonlinear characteristics of semiconductor devices as well as the operational 
function of most power electronic circuits cause distorted current and voltage waveforms 
in the supply system. These loads are commonly referred to as "power electronics loads", 
"power system polluters" or "distorting sources" in the relevant literature. These nonlinear 
loads primarily generate harmonic currents, which upon passing through the system 
impedances produce voltage harmonics which distort the system voltage waveform. A 
typical distorted waveform along with the fundamental and harmonic component has been 
shown in Fig. 19.1. 

 

Fig. 19.1. Distorted waveform. 

The standard measuring equipment does not comply with any valid definition in this non-
sinusoidal situation, and may, therefore, exhibit large errors. Harmonics can cause signal 
interference, over voltages and circuit breaker failure, as well as equipment heating, 
malfunction and damage. The consequences of harmonics in power system are: 

 Failure of capacitor banks due to dielectric breakdown or reactive power overload; 
 Interference with ripple control and power line carrier systems, causing failure of 

systems which accomplish remote switching, load control and metering; 
 Excessive losses resulting in heating of induction and synchronous machines; 
 Over-voltages and excessive currents on the system from resonance to harmonic 

voltages or currents in the network; 
 Dielectric breakdown of insulated cables resulting from harmonic over-voltages in 

the system; 
 Inductive interface with telecommunication systems; 
 Errors in meter readings; 
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 Signal interference and relay malfunction, particularly in solid state and 
microprocessor-controlled systems; 

 Interference with large motor controllers and power plant excitation systems; 
 Mechanical oscillations of induction and synchronous machines; 
 Unstable operation of firing circuits based on zero crossing detection or latching. 
 Data stored in the computer may be lost up to ten times. 

As society in general and economy in particular become more and more dependent on 
sophisticated information technologies, digital circuits and computer controlled processes, 
the demand of uninterrupted and conditioned power has grown accordingly. To ensure it, 
complex operation and control action is required, in which precise measurement of 
electrical parameters plays important roles. 

19.2.1. Importance of Power Quantities Measurements 

The following are the key reasons for rising importance of power components 
measurements. 

19.2.1.1. Power System Operation, Control and the Design of Mitigation 
Equipment 

The flows of active and reactive power in a transmission network are influenced by 
different control actions. Active power control is closely related to frequency control and 
reactive power control is closely related to voltage control. As constancy of frequency and 
voltage are important factors in determining the quality of power supply, the control of 
active and reactive power is vital to the satisfactory performance of power systems. In 
modern power system, automatic generation control (AGC) and automatic economic load 
dispatch have been performed for load-frequency control (LFC) whereas static var 
compensators are utilized to maintain proper voltage levels. All control actions and the 
design of controller and compensating devices are standing on accurate measurement of 
active and reactive power and also their direction of flow [1–3]. In order to determine the 
line and generator capacity, the apparent power knowledge is also necessary [1–3]. 

19.2.1.2. Tariff Assessment 

During recent years, market oriented restructuring of the electricity supply industries has 
led to consumers’ choice, promote competition, improve the quality and maximize plant 
efficiency. Reliability will be a key issue in this deregulated utility industry. As 
deregulation takes over the industry, there is a tendency to deteriorate the level of service 
and investment in the system in terms of harmonics, transients, sags, and many others. 
Hence, regulators will want to prevent this by developing and standardizing some indices 
to facilitate the characterizing of power quality levels on the system [4–5]. Consumers are 
required to limit the disturbances they cause on the utility grid, and may incur penalties 
when other consumers are adversely affected. Power contracts are based on energy uses 
as well as maintaining acceptable power factor, imbalance, flicker and harmonic levels. 



Sensors and Applications in Measuring and Automation Control Systems 

 372

The monitoring equipment requirements will depend on the specific power quantity 
variations that must be characterized to evaluate system performance.  

19.2.1.3. Evaluation of Electric Energy Quality 

Now-a-days, the end use devices and equipment have become more sensitive to power 
system disturbances. No matter the kind of power disturbances encountered, all pose 
problems not only to industrial facilities, relaying on electrical devices and electronic 
components for process control, but also for everything that uses electronic equipment, 
including common house hold devices at televisions or microwaves. In a competitive 
market (under deregulated environment) while customers have the option to purchase 
electric energy from a variety of supply or retail companies, they are more demanding 
with regard to information on the voltage quality so that electronic components or systems 
are not seriously disrupted or interrupted. Hence, proper power quality measuring 
instrument being a concern in today’s technical world for both, users and power providers 
alike [6–8]. 

19.3. Classical Methods of Power and Energy Measurement 

There are many commonly used electrical power components and frequency measuring 
methods, like the methods using electromechanical indicating instruments or induction 
type watt-hour meters, which could call as classical methods. There is no doubt that the 
future is for automatic and computer supported measuring systems. But classic 
instruments are still present in our lives. 

The classic power components and frequency measuring instruments are well described 
in [11–13] and many other textbooks. Therefore, the discussion is kept short and only the 
basic ideas are presented. 

19.3.1. Active Power Measuring Instruments 

The instrument most commonly used for active power measurement is the 
electrodynamometer wattmeter. It is essentially an inherent combination of an ammeter 
and a voltmeter and, therefore, consists of two coils known as current coil and pressure 
coil. The current coil is inserted in series with the line carrying current to be measured and 
the pressure coil in series with a high non-inductive resistance connected across the load 
or supply terminals. The operating torque is produced due to interaction of fluxes on 
account of currents in current and pressure coils, and reading is proportional to current 
flowing through its current coil, potential difference across potential coil and cosine of the 
phase angle between voltage and current i.e. active power of the system. For three phase 
power measurement, “two wattmeter principle” is generally employed. The accuracy of 
the electrodynamometer type wattmeter is mainly influenced by inductance and 
capacitance of the pressure coil and the eddy current induction in the metal parts of the 
meters. 
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19.3.2. Active Energy Measuring Instruments  

The most traditional and widely used ac energy meter (watt-hour meter) is the induction 
type meter. It operates by counting the revolutions of an aluminum disc which is made to 
rotate at a speed proportional to the active power consumption. The number of revolutions 
is thus proportional to the energy usage. The metallic disc is acted upon by two coils. One 
coil is connected in such a way that it produces a magnetic flux in proportion to the voltage 
and the other produces a magnetic flux in proportion to the current. The field of the voltage 
coil is delayed by 90 degrees using a lag coil. This produces eddy currents in the disc and 
the effect is such that a force is exerted on the disc in proportion to the product of the 
instantaneous current and voltage. A permanent magnet exerts an opposing force 
proportional to the speed of rotation of the disc. The equilibrium between these two 
opposing forces results in the disc rotating at a speed proportional to the power being used. 
The disc drives a register mechanism which integrates the speed of the disc over time by 
counting revolutions, much like the odometer in a car, in order to render a measurement 
of the total energy used over a period of time. The aluminum disc is supported by a spindle 
which has a worm gear which drives the register. The register is a series of dials which 
record the amount of energy used. 

In an induction type meter, creep is a phenomenon that can adversely affect accuracy. It 
occurs when the meter disc rotates continuously with potential applied and the load 
terminals are open circuited.  

19.3.3. Reactive Power Measuring Instruments  

In an electric circuit, reactive power can be measured by a varmeter (volt ampere reactive 
meter). This is an electrodynamic wattmeter in which pressure coil circuit is a large 
inductive reactance or phase shifting transformer (instead of the series resistance in 
wattmeter) so that the pressure coil current is in quadrature with the applied voltage. As a 
result an extra 90° phase shift has been introduced between voltage and current signals, 
and the instrument reads reactive power drawn by the circuit. Since, varmeter is basically 
an electrodynamic wattmeter, all the advantage and disadvantage of the electrodynamic 
wattmeter are inherently present within this. Moreover, this instrument does not read 
correctly if the system frequency differs from the calibration time frequency.    

19.3.4. Power Factor Measuring Instruments  

Power factor meters, like wattmeters, have two circuits namely current circuit carrying a 
circuit current (or a definite fraction of it) whose power factor is to be measured and 
pressure circuit usually split up into two parallel circuits-one non-inductive and other 
inductive. The deflection of the instrument depends upon the phase difference between 
the load current and the currents in the two branches of the pressure circuit i.e. upon the 
power factor of the circuit.  

There are two types of power factor meters in common use (1) dynamometer type and  
(2) moving iron type, both electrodynamic type. The dynamometer type instrument is 
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more accurate than the moving iron type. But its’ scale arc is limited and single phase 
meters are highly sensitive to system frequency change. On the other hand, moving iron 
power factor meters are simple, robust in construction, cheap and its’ scale extends over 
360°. However, errors are introduced in these meters owing to losses in iron parts. 
Moreover, the calibration of these instruments is appreciably affected by variations in 
power frequency, voltage and waveform. 

19.4. Problems Associated with Classical Methods 

Conventional measuring instruments, as described in the previous section, initially 
calibrated on purely sinusoidal signal and subsequently used on a distorted electricity 
supply, can be prone to error. There are several advantages of traditional 
electromechanical instruments like simplicity, reliability, and low price. The most 
important advantage is that the majority of such instruments can work without any 
additional power supply. On the other hand, there are several drawbacks associated with 
electromechanical analog indicating instruments. They do not provide electrical output 
signal, thus there is a need for operator’s activity during the measurement. Moreover, such 
instruments generally use moving mechanical parts, which are sensitive to shocks, aging 
or wearing out. Regrettably, it can be stated that most of the electromechanical analog 
instruments are rather of poor quality. In most cases these instruments are not able to 
measure with uncertainty better than 0.5 %.  

The presence of harmonics will overload magnetic shunts, and greatly influence the 
frequency-sensitive elements like aluminum disc, quadrature and anti-friction loops. 
Since, the response of this meter to frequencies outside the design parameter is inefficient, 
the meter is subjected to two error causing effects [14]: 

 The magnetic flux driving the rotating disk inside the meter decreases in magnitude 
proportionally with the order of the harmonic, and hence the meter slows down at 
higher frequencies when constant power is drawn. 

 An erroneous registration of nonexistent “phantom energy” occurs when voltage 
and current harmonics in quadrature are applied to the meter.  

All these effects will have an influence on the electricity bill, which will show an amount 
that will become more uncertain as the distortion increases. 

It is not yet possible to determine exact accuracy of the classic reactive energy meters 
under non-sinusoidal conditions, as for active energy meters, since there is still no 
agreement on the definition of reactive energy in the presence of harmonics. The accuracy 
of the different types of analog power-factor meters (used for low frequencies) under non-
sinusoidal conditions generates large errors. The classic frequency meters are also 
subjected to large error at the presence of harmonics. 
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19.5. Measurement at Non-Sinusoidal Condition 

As discussed in the previous section, all the classic instruments lack in the required 
accuracy in distorted power system. In order to design proper measuring devices under 
non-sinusoidal conditions, the following requirements should be dealt carefully: 

 Traditional definitions of power quantities with pure sinusoidal waveforms used to 
work well and were universally accepted, can no longer be a reliable measure in 
actual power systems. Within a context of practical usefulness, electric power 
quantities are required to cover all aspects of power quality and to allow 
determining the direction of the energy transfer and the disturbances correctly. 

 Power components and frequency monitoring involves the capturing and 
processing of voltage and current signals at various points of the power system. The 
signals to be captured are normally of high voltage and current levels, and thus 
require large transformation ratios before they can be processed by the instruments. 
The performances of these transducers should be satisfactory in transforming 
current and voltage signals containing harmonics. 

Different standards have been prepared from time to time by the Institute of Electrical and 
Electronics Engineers (IEEE) and the International Electro-technical Commission (IEC) 
which provide guidelines for power quality usages, practices and instrumentation. 
However, in real-time measurements following two standards are most relevant. Different 
power components definitions proposed in the IEEE Standard 1459-2010 are discussed. 

19.5.1. International Electro-technical Commission (IEC) 61000 4-7  

IEC 6100 4-7 [16] standard is the most important document of the IEC 61000 series, 
covering the subject of testing and measurement techniques. It is a general guide on 
discrete Fourier transform (DFT) based harmonic and inter-harmonic measurements and 
instrumentation for power systems and equipment connected thereto. It is “applicable to 
instrumentation intended for measuring spectral components in the frequency range up to 
9 kHz which are superimposed on the fundamental of the power supply systems at 50 Hz 
and 60 Hz. The standard defines the instrumentation to be used for emissions testing for 
individual pieces of equipment as well as for the overall measurement of harmonic/ 
interharmonic voltages and currents in supply systems. 

19.5.2. Institute of Electrical and Electronics Engineers (IEEE) 1459-2010 

This sub-section provides power components’ definitions contained in the IEEE Standard 
1459–2010 [15] for distorted power systems. 

At steady-state conditions, the non-sinusoidal instantaneous voltage, v, and current, i, of 
fundamental angular frequency ωF may be represented by Fourier series of the form 
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where v1, i1 represent the power system frequency components, and vH, iH represent the 
harmonic components. V1 and I1 are the fundamental rms values and α1, β1 are the 
fundamental phase angles of voltage and current signals, respectively. Vh and Ih indicate 
the rms values and αh and βh represent the phase angles of hth harmonic components of the 
voltage and current waveforms, respectively. 

The direct voltage and the direct current terms V0 and I0, obtained for h = 0, must be 
included in vH and iH. They correspond to a hypothetical α0 = β0 = - 45°; sin (- α0) =  
= sin (- β0 ) = sin 45° = 1/√2. Significant dc components are rarely present in ac power 
systems; however, traces of dc are not uncommon. 

19.5.2.1. RMS Calculations 

The squared rms values of the non-sinusoidal voltage and current signals are 
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where T  is the time period and kc indicates the number of cycles utilized for estimation.  

19.5.2.2. Active Power 

The total active power P is defined as the average value of the instantaneous power  
p = vi and has been expressed as 

 1
1 1c cτ k T τ k T

Hτ τc c

P vidt pdt P P
k T k T

 
     , (19.5) 

where P1 is the fundamental active power, defined as 
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and PH  is the harmonic active power, expressed as  
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19.5.2.3. Reactive Power 

The fundamental reactive power Q1 is  

  1 1 1 1 1sinQ V I α β   (19.8) 

The harmonic reactive power or Budeanu’s reactive power QBU  is given by 

  1 1
1

sinBU BH h h h h
h

Q Q Q Q V I α β


      (19.9) 

19.5.2.4. Apparent Power 

Fundamental apparent power S1 and its components P1 and Q1 are the actual quantities 
that help define the rate of flow of the electromagnetic field energy associated with the 
60/50 Hz voltage and current. This is a product of high interest for both the utility and the 
end-user. The fundamental apparent power is defined as 

 2 2
1 1 1 1 1S V I P Q    (19.10) 

The total apparent power becomes 

 S VI  (19.11) 

The separation of the rms current and voltage into fundamental and harmonic terms 
resolves the total apparent power in the following manner:  
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where square of non-fundamental apparent power SN is  

      2 2 22 2 2 2 2 2
1 1 1N H H H H I V HS S S V I V I V I D D S        , (19.13) 

where 1I HD V I  is the current distortion power in var unit, 1V HD V I  is the voltage 
distortion power in var unit and SH = VHIH is the harmonic apparent power. 

19.5.2.5. Nonactive Power 

This power lumps together both fundamental and non-fundamental nonactive 
components. In the past, this power was called fictitious power. The nonactive power Nna 
is defined as 
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19.5.2.6. Power Factor 

The fundamental power factor or displacement power factor has been defined as  

 1
1 1

1

cos
P

PF θ
S

   (19.15) 

The true power factor has been defined as 

 
P

PF
S

  (19.16) 

These definitions are summarized in Table 19.1. 

Table 19.1. Summary and Grouping of the Definitions of Power Quantities  
in Single-Phase Systems with Non-Sinusoidal Waveforms. 

Quantity or indicator Combined 
Fundamental Powers 

(50/60 Hz) 
Non-fundamental Powers 

(Non-50/60 Hz) 

Apparent 
S 

(VA) 
S1 

(VA) 
SN                             SH 

(VA)              (VA) 

Active 
P 

(W) 
P1 

(W) 
PH 

(W) 

Nonactive 
Nna 

(var) 
Q1 

(var) 
DI             DV             DH 

(var) 

Line utilization PF = P/S PF1 = P1/ S1 –– 

Harmonic pollution –– –– SN   / S1 

 

19.6. Modern Technologies for Power and Energy Measurement  
at Non-Sinusoidal Condition 

Several new techniques have been explored, aimed at measuring electrical power 
components and frequency under non-sinusoidal conditions. These have been motivated 
by the existing problems associated with the use of classic measuring instruments  
at the presence of harmonics. The major trends in measurement techniques have been 
presented here.  
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19.6.1. Power Components Measurement  

From literature survey, it has been observed that there are some methods or algorithms 
which can estimate all the power components whereas some other techniques also exist 
which are particularly used for measurement of specific power components. Noteworthy 
algorithms which are applicable to estimate all the power components are as follows. 

19.6.1.1. Fourier Transform based Assessment 

The oldest and conventional approach used in power quantity assessment under non-
sinusoidal condition is Fourier transform or its discrete time implementation algorithm 
fast Fourier transform (FFT) [17]. It permits mapping of signal from time domain to 
frequency domain by decomposing a signal into several frequency components.  However 
in applying FFT, the phenomena of aliasing, leakage and picketfence effects may lead to 
inaccurate estimation. 

To incorporate time-frequency information, short time Fourier Transform (STFT) based 
algorithms are introduced which provides a better time resolution as well as equidistant 
frequency resolution [18]. But, limitation of fixed window-width is inconvenient for the 
non periodic signal processing. 

19.6.1.2. Wavelet Transform based Assessment 

The Fourier transform approach can provide amplitude-frequency spectrum while losing 
time-related information. Moreover, it carries a heavier computational burden. To 
overcome these limitations, the wavelet transform has been used to measure voltage and 
current root mean square (RMS) value [19], active power [19] and reactive power [20]. In 
[21], all power components definitions, introduced in the IEEE Standard 1459–2000, are 
reformulated using the discrete wavelet transform (DWT). Using the DWT preserves the 
information concerning time and frequency and also reduces the computational time and 
effort by dividing the frequency spectrum into bands or levels. But, slow attenuation of 
quadrature mirror filter banks (QMF) and the overlay of the pass-bands of different levels, 
strongly influence the frequency decomposition of the DWT and introduce significant 
error. Moreover, it is often difficult to extract the fundamental or any other single 
harmonic component of the signal using this method. In order to get detail spectral 
resolution wavelet packet based algorithms are introduced [22], at the cost of further 
reduced accuracy and greater computational load. 

19.6.1.3. Adaptive Linear Neuron (ADALINE) based Assessment 

An adaptive neural network approach for the estimation of the harmonic distortions and 
power components in power networks have been presented in [23–26]. The neural 
estimator is based on the use of linear adaptive neural elements called ADALINE. The 
method presents a very promising approach for fast estimation of harmonics of the 
distorted power system signals. But, ADALINE is generally employed for known 
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frequency system and unable to synchronize itself with the system’s frequency deviation, 
thus, producing considerable error during off-nominal frequency conditions. 

19.6.1.4. Newton Type Algorithm 

A two-stage Newton-Type Algorithm for the measurement of power components is 
presented in [27–28]. To estimate their spectra and fundamental frequency, in the first 
stage, the current and voltage signals are processed, whereas in the second stage, the 
power components are calculated based on the results obtained in the first stage. The 
methods consider the frequency as an unknown parameter and simultaneously estimate it 
with the input signal spectrum, thus, the algorithm becomes frequency insensitive and the 
problem becomes non-linear. However, application of this approach is constrained due to 
its massive computational load. 

19.6.1.5. Time Domain Technique 

In [29–30], a time-domain strategy is presented for the evaluation of fundamental positive, 
negative, and zero-sequence components of voltages and currents for single-phase and 
three-phase applications, both three wire and four wire system. Thus, this strategy allows 
one to measure all of the power quantities according to IEEE Standard 1459-2000 without 
using any time-to-frequency transformation. Furthermore, active and reactive harmonic 
power flow can be measured directly without the evaluation of amplitudes and phase 
angles of currents. But, this approach is also suffered by large computational complexities. 

19.6.1.6. DAQ-based Sampling Wattmeter 

Data acquisition based sampling wattmeter (DAQ-SW) has been presented in [31] for the 
measurement of IEEE Std. 1459-2010 power quantities in non-sinusoidal conditions. The 
instrument makes use of two commercial DAQ boards, a non-inductive current shunt, a 
personal computer and a commercial software for data processing. 

19.7. Conclusions 

In this chapter, an overview of several classical methods applicable for electrical power 
measurement in the presence of harmonics and/or interharmonics have been discussed. At 
the same time, problems associated with classical methods and to overcome those, 
different modern technologies with their pros and cons are presented for power 
components measurement. The methods include: FFT, DFT, DAQ-SW, EPLL, NTA, 
ADALINE, S-ADALINE etc. We can conclude this chapter as the selection of the most 
suitable method depends on the requirements and on the available resources. 
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Chapter 20 
Fine Curvature Measurements through 
Curvature Energy and their Gauging and 
Sensoring in the Space 

Francisco Bulnes, Isaías Martínez, Omar Zamudio1 

20.1. Introduction 

In the curvature measurements studies an important concept that will be relevant and 
determinant in the generalization of measure methods and new technology prototypes to 
measure curvature as field observable, or as microscopic deforming of the space-time 
associated to the gauge fields that enter in action with the quantum gluing of the matter 
and the constructing of the electric charge of the particles, is the curvature energy, which 
is obtained as a change of energy perceived by a curvature sensor designed through 
integral transforms and electronic cycles used in the fine measurement of the curvature to 
design of our transduction g-cell sensor that consignee these electrical data in curvature 
measurements that conform a spectra of curvature that is the energy representation space 
of the physical curved space (see the Fig. 20.1). 

 

Fig. 20.1. Hyperbolic paraboloid represented through an energy representation space  
in co-cycles (spectral space of the hyperbolic paraboloid) to measurement curvature through  

their curvature energy. 

                                                      

1 Francisco Bulnes 
  Research Department in Mathematics and Engineering, GI-TESCHA, México 



Sensors and Applications in Measuring and Automation Control Systems 

 384

The perception of the curvature in the space has that to be given in terms of an electronic 
characteristic that has a relation with the geometrical enthrone where the direction change 
speed of the space due to the existence of curvature and which is established and perceived 
through of change of sensor field and their flux on the surface where is realized the 
measure. 

The units of the energy curvature are 1/ ,nVolts meter  with 1, 2,3,n  in the case of the  
1-, 2- and 3-dimensional space, and the generalizing to n-dimensional spaces. In the case 
of the usual curvature on a curved trajectory in the space, the corresponding dimensional 
analysis says: 

2
1

2 3 3

velocity  acceleration (meter / sec) (meter / sec ) 1
     ( ),

(meter / sec) metervelocity
m            

  

v a

v

 

Adjusting instruments to gauge signals (see the Fig. 20.1) and electronic systems, 
verifying the analytical expression of some components of the Hilbert inequality [1]1: 

 2 2 2 2 21
[ ] ( ) ( ) ,

2C C C

V hk ds h k ds AV k d       (20.1) 

The energy representation spaces of the “curvature energy” are bounded in these 
inequalities. The central term of these inequalities include a kernel that can to characterize 
a transformation of the space curvature in curvature energy. Indeed, that kernel is given 
by spherizer operator [2, 3], which will be implicit in the energy quantity sensored to each 
curved region of the space. 

This application must be connected to the creation of a new integral transform (perhaps 
included in the integral transforms of the curvature sensor) that can be called “curvature 
transform” which can to create curvature signals that are proper of their intrinsic spectral 
space and the direct recovering of objective functions of the real space where is realized 
the measurement of curvature. Of fact, this “curvature transform” is a geometrical integral 
transform of the physical space in a spectral space [4] with their corresponding recovering 
of physical data. 

Possibly in this study we can find that the proposed transform is a divisor of some 
correlation function created when is used a filter that lets see only an aspect of the spectral 
space when this is product of a curved space. The values of the integrals are the change 
of energy due to the speed of direction change of the g-cell censoring on curved space. 

                                                      

1 Here V  is the applied potential energy of curvature, A  is the area of the surface and ,h  their mean 
curvature and the last integral correspond to the curvature energy employed  to measure the roundness in their 
displacement to along of a principal direction.  
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20.2. Cycles of Space Curvature and Co-cycles of Curvature Energy 

The energy curvature obtained by the energy spectra is realized using the value of the 
integrals of a field interacting on the geometric pattern along their surface doing it on 
signals of finite energy where these are Gaussian pulses (the cycles), and that they will 

code the information of curvature in a spectral space 2( ( ( ))),H ML (curvature energy) 
with M a 2-dimensional space or surface [3]; through of the signals given in the frequency 
(co-cycles) established in our detector device that detects and measures curvature (see the 
Fig. 20.2). 

 

(a) (b) (c) 

 

(d) (e) (f) 

Fig. 20.2. (a) Cycles used in the electronical measure of space curvature. (b) Curvature sensor in 
curved surface .M  Curvature energy surface as the surface .M  (d) Cocycles of curvature 

energy. (e) Net energy given trough their spherizer1. (f) Co-cycle as output of curvature energy. 

If we consider our space ,M as a homogeneous space2 we can consider the value of the 
integrals in closed cosets of the corresponding homogeneous space / ,G H where ,H is a 

                                                      

1 The curvature sensor by curvature energy has an operator defined by the spherizer:  
2( ) ( , ) ,E Kd Hom M S O

 

Then sensor have the constant Gaussian factor 
2 2 22( 1) 1 (4 ) 8E R R     O , to sphere of radious .R    

2 Let / .M G H Let ,G be a topological group and ,H a closed subgroup of .G A homogeneous space 

/ ,G H is a lateral coset space ,gH ,g G  such that to any left translation 
* ,T of ,G ,h G  and ,H 

* , .T g h h G    Conciselly */ { , , , }.G H gH T g h H g h G       
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closed subgroup of G (that is to say, their elements are operators whose translation is 
closed in G ) in the corresponding space ,M  that is a differentiable manifold1. 

We consider the integrable invariant of the projections of ,M in said closed coset, that is 
to say 

 : ,gp M gM  (20.2) 

Then their integral on / ,G H  is 

 
/ /

( ) ( ) ,gG H G H
f x dx f gx dx   (20.3) 

,gx gH  , / ,x M g G H   and ( ),cf C M where in particular said integral on 

generalized spheres take the form of a Radon integral (that is to say, the space ,M  is 
divided in cycles): 

 ( ( )) ( ) ( ) ,gf x f x d f x d


 
 

  R  (20.4) 

where ,  is the space ,M  but give or divided in cycles or generalized spheres [3, 5]. Here 

gd is the measure on the generalized sphere ,g that is the generalized sphere , under 

proper movements of .M  

We want cycles that are invariants under proper movements of ,M and that can be 
measured electronically, and likewise adapt them as electronic signals with information 
of the property of the space that we want measure, in this case curvature. 

Considering the studies established in [1, 4], we elect cycles of the space invariants under 
translations and rotations of the space, these cycles of ,M  are Gaussian pulses 
satisfaying: 

 ( ( , )) ( , ) ( , ) ,gp x p x d p x d


    
 

  R  (20.5) 

where   is the space ,M  give or divided in Gaussian pulses which are in this case, the 

generalized spheres. Here gd  is the measure on the generalized sphere ,g  that is the 

generalized sphere , under proper movements of .M  In particular, if we use isometries 

                                                      

1 It´s a topological space that locally is Euclidean, which can be “charted”, that is to say, exist a biyection of 
the space in a thn   coupling of real numbers, which is differentiable. 
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as the Fourier transform1 to manipulate energy pulses as ( , ),p z then their co-cycles also 

are invariant under proper movements of .M  Then the space curvature can be write as 

 ( , ) ( ) ( ( , )) ( ) ( )
M M

p x f x d p x f x d x


     hess hess  (20.6) 

Considering the relation between Fourier transform with Radon transform we have finally 
(see Fig. 20.2 (b)): 

 ( ) ( , ) ( ( )) ( , ) ( ),
M M

p x d p x d 


           



  (20.7) 

where ( ( )) ( ) yd d     . To our very particular case (2-dimensional) our spectral 

Gaussian curvature will be: 

 1 2 2( , ) ( ( , ))}, f x  y   F {hessR  (20.8) 

where to a Gaussian pulse 
2 2

( , ) ,x yx y e   as cycle2, the Radon transform is 

 ( ( , ))}  ( ) ( ( , )) ( , ) ( ( , )),
M M

f x  y f x, y p dxdy f x y dS p       R  (20.9) 

with 
2 2

( ( , )) ( ( , )) ( ),x ydS p p d e       which is the corresponding Dirac measure of 
the pulse defining their metric. Then their curvature measure by Gaussian pulses will in 
the space: 

2 2

2
1

1 2 1 2 2 2
2

2

ˆ ˆ

ˆ( , ) ( ( , ))   ( , ))( , )  1/ 2[ , ]det ,
ˆ ˆ

f f

hp p
p f x  y f p  h h h h

hf f

p




  

 

  
 
                  

hess hessR  (20.10) 

Considering the tempered distribution [6, 7] ˆ( , ),f p  we have [4]3 

 1 1 2 2( )
1 2( , ) ( , ) ,j t t

M

p e dpd          (20.11) 

                                                      

1 The Fourier transform belongs to the space 2 ( ),ML  that is to say, represents traslations and rotations  

2 

2 2 1
,  if   x ,

2( , )
1

0,          if  x ,   
2

x ye y
f x y

y





   
 


 

3 1 1 2 2( )
1 2

ˆ( , ) ( , ) .j t t

M

f p e dpd        hess  
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which is our spectra of curvature to a measure realized by our accelerometer in an  
instant .t  

20.3. Transitory Analysis of Response and Bordering Conditions  
to Curvature Energy 

The response (output) time of our accelerometer in the curvature sensoring is 
2 0.2ms cs   . We have a parameter depending of ,R and ,C to that relates the electronic 

part with their geometrical representation given by the Gaussian pulses that are co-cycles 
of curvature energy to conform our spectral curvature of the measured space  
[1, 8]: 

 1 1 2 2( )
1 2( , ) ( , ) ,j t t

M

p e dpd          

But the co-cycles are of the form 
2 2

1 2( )2
,he  


   then is necessary to determine the 

parameter ( , ),h RC  [9] which come from a transitory analysis of response of our 
accelerometer1. 

From the differential equation to inputs and outputs system (see solution (20)2 in [4]) we 

have a transference function ( ),H s and applying 1,L we have the dynamic solution of 

the system 0,t t   

 
1

( ) ,
t

RC
inh t V e

  
   (20.12) 

                                                      

1 Remember that, geometrically the relations between voltage outputs and displacement of the accelerometer 
in the space are given in the design of sensor. Likewise if we consider a one-directional displacement, for 

example in the   axis, then we have a differential equation of type: 
( )

( ) ,E

dV
V V

dt

    whose solutions 

in function of displacement are 
2

0

2
( ) .tV e dt






  Then the variation of this voltage respect to the 

displacement is 
22

( )
d

V e
d


 

 , that is to say, the space is understanding through Gaussian pulses. Enters 

of the Hessian matrix must be curvature spectra of these pulses 

2 

1

( ) .
t

RCI t e  
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But considering that there exist a reference voltage Ref ,V  1 that affects the obtaining 

of voltage of the capacitance ,C  we have that ,out in in cV V RCV V V     where , is 
given by the system: 

 )13(,
)(

C

sH

in VV   (20.13) 

where 

 ( ) (1 ),
t

RC
out in Ch t V V V V e

  
       (20.14) 

which constitutes the electronic characterizing of the Gaussian pulse (co-cycle) having the 

95 % free of noise when is considered in pulse 
2 2

1 2( )
1 2

2
( , ) ,he     


  that is to say 

the Gaussian pulse is the more optimus in the electronic measure. 

Indeed, we prove the consistence of the electronic parameter equation (20.14), and their 
existence in the co-cycles of curvature energy. Using the principles and definitions given 
in the Table 20.1, we have the equation2 

 C
C

dV
Vdt RC V

dt
   (20.15) 

Table 20.1. Characteristics of the electrical behavior. 

Functional Characteristics of the Electrical Behavior  
Electrical Element Descriptive Equation Accumulated Energy/Dissipated Power 

CAPACITOR 

1
V idt

C
   

21

2
CVE  

d
i C

dt


  

RESISTANCE 

V Ri  
21

P V
R

  V
i

R
  

                                                      

1 

1tan .
y

Arc
x

     
   

2  We obtain the circuit equation by the Kirchoff law: 0,in R CV dt V V   where .in CV d t iR V   

Consideration that the current in a circuit in serie is equal and only the fall of voltage is different, we have the 

differential equation ,in C

d
V RC V

dt


   Now we demostrate that if we change / ,in refV V affects to ,CV as in 

the accelerometer, that is to say: 
1

( ),C
C

dV
Vdt V dt

dt R
  where integrating we have: 

1 1
( ) ln ( ) ,

( )
C

C C

dV
Vdt V dt V t t

V t RC RC
      or equivalently 

/( ) t RC
CV t e    
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Ɵ 
X

Y

Considering the equation of the geometrical analogy of (15), we have 

 1 0 0 0 1,
d

a a b
dt

     (20.16) 

where we can to consider 1 0, 1,a RC a  and 0 1.b   Then a solution of (16) is: 

 0
0 1 0 1

0

(1 exp{ ( / )}),
b

a t a
a

 
 

   
 

 (20.17) 

having the boundering conditions, if 0,t  we have that 0 1exp{ ( / )} 1.a t a   For other 

side, if ,t   0 1exp{ ( / )} 0.a t a   Then 0 ,U V   where U is the transitory response 

and V is the forced response. The stable modus (fix point) is 0
0 1

0

,
b

a
 

 
  
 

where the 

transference function in stable modus is 0 0

1 0

.ss

a b
G

a b
   Then in their electric 

characterization we have ,C
ss t

RC

V
G

e


 where (17) takes the form  

 0 1 0 1(1 exp{ ( / )}),ssG a t a     (20.18) 

with a net gain 1.ssG  If the time is  1 0( / )t a a , then the exponential term has the value 

0.2,te   which is mentioned at the beginning of this section. Then we can assign 
/ ,refV  that affects the differential equation to the obtaining of the voltage of ,C that 

is to say, the voltage .CV Likewise, 1tan ( / ),x y  which is the angle that takes the 

accelerometer (see the Fig. 20.3), having (1 exp{ ( / )})V t RC    , where   is a 

constant that relates the electronic part with their geometrical representation and C  is the 
variable capacitance. 

 

 

 

 

 

Fig. 20.3. Angle to capacitance considered by .CV  The accelerometer takes said angle 

establishing a geometricalparameter in their transitory analysis of voltage with .CV  
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20.4. Dimensional Analysis and Metrology 

As has been mentioned, the units of curvature energy are 1/ ,nVolts meter  which are 
justified under the design of our curvature sensor that involves a detector of accelerometer 
type designed under electrostatic tension produced by the variation of the electrostatic 
field ,E  (subjacent in their design) for unit of area over surface under change of direction 
experimented by the our sensor when this realizes change of position (Fig. 20.4). 

 
 

 (a) (b) 
 

Fig. 20.4. Variation of the electrostatic field. 

Theorem (F. Bulnes). 4. 1. The curvature energy is given by the capacitive energy 

available in the curvature of the space and registered in the variable capacitor is the ,B  

ball charge energy 2 / 2 ,EAQ CO where EO 1is the spherizer operator [3, 2]. Their curvature 

is / .E V  

Proof. We consider the case to 2-dimensional surface. We consider the electric force that 
has a curved surface whose curvature has a sphere of radious ,R  adequated (see the  
Fig. 20.4 (b)). Then the electric field due to their capacitance when is situated the sensor 
in the point where is measuring is: 

 
2

0

1
,T

CV
K

R R
 

R
E  (20.19) 

For other way, the designed capacitance of the sensor obeys to  

                                                      

1 Operator that permits adequate spheres. This operator is deduced through the Gauss-Bonnet theorem in 
geometry. Here ,TK is the total Gussian curvature of a compact and orientable geometrical surface that is the 

topological invariant. The surfaces that we measure are of this class. 
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 0( , ) ,
A

C D A
D
   (20.20) 

But CV Q is the charge due to energy sphere of radious ,R that can be set pointed to the 

curved surface. But by the spherizer we have that 
2/ ( ) 4 ,ET

SK     OE E E and 

considering that the point of sensoring is the point of charge application ,Q  then we can 

consider from (19) and (20) that ,D R where 

 k
V


E

 (20.21) 

is the sectional curvature. Indeed, by the dimensional analysis 

 

3
3 2

2 22

3

2

secsec sec sec,

sec

1 1
,

Newton Kg m Coulumb
Newton AmpereCoulumb

V Coulumb Kg meter Coulumb kg meterKg meter

Ampere

kg meter coulumb

Coulumb kg meter meter R

  
       

    
  

 
  

 

E

 

Our sensor device is designed to do vary the capacitance in a distance range at most ,R

(due to that our sensor has a variable capacitor whose radious of energy ball vary in 
0 x R  (see the Fig. 20.4 (a)), in an area ,A of a surface portion where is applicable the 

sphere of radious ,R considering that 3 3 3( ) 8 ( ),TK S S  1 where 
3S is the ball or  

3-sphere of radious .R  Then capacitive energy available in the curved space which is 

available in the ball B is: 

 
0 0

1
 ,
Q Q

T

VdQ EdQ
K

  E  (20.22) 

But the corresponding design of our sensor obeys to the capacitive perception of curvature 

given by the electrostatic force 
2

2

1
,

2

AV
F

D
 that causes the deflection in the g  cell 

component in accelerometer. Remember that this electrostatic force is designed in our 
sensor by the basic isotopic component of Gaussian factor to lectures of curvature defined 

as 2 2( 1) 1 (4 (1) ),    where 2( 1) is the basic charge given in function of the milimetric 

potential ,V the factor 24 (1) is the sphere surface of unit 2 (1),S  is the degree of the 
spherical map used in the transduction of the physical model to measure, which comes 

                                                      

1 The generalized Gauss-Bonnet theorem is considered. 
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like a factor of electromagnetic adjustment such that signed by the equation ,TE K  of 
the sensor on curved surface, and 1 is the positive charge generated inside the sensor (see 
the Fig. 20.5). Then the integral of energy takes the forma 

 
2 2

2 2
0

1
,

4 2 16

Q
A V AQ

dQ
R Q R C 

 E  (20.23) 

But 2( ),n E TK K SO [3], then (23) takes finally the form 2 22 .EAQ R CE / O  Indeed 
realizing the dimensional analysis we have: 

 

2 2 2 2 2
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which are energy units. 

 

Fig. 20.5. Capacitive energy available in the curved space. 
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We consider the following result that is direct consequence of the before theorem. 

Corollary (F. Bulnes, I. Martínez) 4. 1. The curvature energy measured in 
3/ ,Volts meter over a curved surface is the energy obtained by the electric force on the 

electrical charge produced by the curved surface for unit of area, that is to say 

 3 2( ),d
Nw

meter
C

   E  (20.24) 

Proof. By the theorem 4. 1, and the inequality (1) [1], and using the electrical-geometrical 
consideration of the before section 20.3, we have: 

 

2 2
3

3 3 2 3

3 3

2

1 1 1 1
/

1 1 1 1
1 1

1
.

kg meter kg meter meter
Volts meter

Ampere seg meter seg Ampere seg meter

Joule Nw meter
Coulumb meter Coulumb meter

Nw
meter

C


   
      
       
  

   
 

 

Now is necessary to prove that is our curvature energy given by the theorem and gauged 
by the electronic instruments. Also we can to define our curvature energy as the density 

of electrical energy of a curved region of the space 
3

1 1
1Joule

Coulumb meter
   
 

. 

But before is necessary consider the accumulated capacitive energy available, that is to 

say, the energy available inversely to the electrical charge in a complex in 3,R because 

our units involves volume units 3( 1/ )meter (that is characterized in a ball), we use the 
equation of energy to a capacitor given in the Table 20.1, considering the demonstration 
of the corollary 4. 1: 

 

3

2

3 -3

Capacitive  Energy
meter

Charge

1
Joules Volts2

Capacity  Volts  meter meter

CV

QVol CV Vol





 

           

E
 (20.25) 

that is to say, indeed the curvature energy units are measured by a variable capacitor inside 
our curvature sensor, and said curvature energy is the capacitive energy available by the 
proper curvature of the space registered in the capacitor as has been mentioned. 

Then we can to give a curvature mapping using the curvature energy through of the net 
energy estimated in the Theorem 4. 1, and given by (23) on our test platform with curved 

surfaces as is showed in the Fig. 20.6 (a). Then the energy as the function ( , ),ECE O can 
be illustrated in the Fig. 20.6 (b), to little portion of the test surface.  
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(a) 

 

(b) 

Fig. 20.6 (a, b). (a) Region 1 of the test surface; (b) Energy as a function ( , )ECE O .  

To major incurved region the invest energy by our variable capacitance is major and here 
appears more energy intensity (red color). In the case of the flat region the intensity of this 
energy is null (obscure blue color (Fig. 20 (b))). In the case of negative curvature, that is 

to say 0,GK  the charge is given by 3( 1) , to a milimetric potential ,V per volume unit, 
because the sensor has displacement in Z  axis but the milimetric potential used is 
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minimal and gives negative potential ,V  then the available energy is completely 
potential and from a point of electrical view appears as obscure blue in the Fig. 20.6 (d). 
However, their capacitance in variable and creates a new Gaussian pulses with a little 
variation of the accelerometer. 

The registered variations outputs in the spectra correspond to that the measured surface is 
non-symmetrical (see the Fig. 20.6 (c)), and .the Gaussian pulses are adjusted to the 
curvature perception of the curvature sensor on the surface and their incurved elements 
(Fig. 20.6 (d)). 

 
(c)                                                                (d) 

Fig. 20.6 (c, d). (c) The Gaussian pulses are adjusted in the vicinity of the incurved elements 1, 2, 
3 y 4,. (d) Their curvature spectra by co-cycles. 

We observe the following spectra of curvature considering the same modelling realized 
before to a hyperbolic paraboloid (Fig. 20.7). 

 

Fig. 20.7. Newly the red color shows the region of maximum curvature. The yellow color shows 
an average curvature and the light blue a flat spaces. Finally the strong blue is the corresponding 

to the negative curvature (concave regions). 
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20.5. Instrumentation and Laboratory Measurements 

The experiments will consider the relation between our gauge field given by the electrical 
field of the proper sensor device that helps to detect and measure the curvature through 
the variation of their capacitance (sensoring part of sensor) and the field of reference 
system of the space created by the spatial positioning and their coordinates correlation 
with the implicit sphere in the net energy that involves the spherizer operator as has been 
demonstrated in the before section. 

Likewise, we consider the equation ,E V  of the Theorem 4. 1, where we are 
considering a field of reference system as the generated by the field of reference system 
of a sphere  (kernel of spherizer or kernel of curvature transform 1 ) given in the 

programming of the sensor, thus we have in the space 3,R to electrical field ,E that [10]2 

 
11 12 13 1 12 13 1

21 22 23 2 23 2

31 32 33 2 3

0

0 0 ,

0 0 0

x

y

z

E U U

E U U

E U U

    
   
  

       
                
       
       

E  (20.26) 

where i iU V is the corresponding gradient of the potential .V In the case of the sphere 
the gradient has the normal direction and satisfies with the unitary tangent vector that 

0,iU v   (see the Fig. 20.8a)). For other side, each connection form ( ),ij i jU U p v

3.p R   

From (20.26) and using as dual reference system3 the spherical coordinates (Figs. 20.8 
(b), (c) and (d)) we have: 

 12 13 23sin , cos , ,d d d           (20.27) 

where realizing several measurement on the superior spherical cap surface (black points 
in the spherical surface  4in the Figs. 20.8 (b), (d), we have the following Table 20.2. 

These measurements were realized in a foam ball as is showed in the laboratory 
photograph (Fig. 20.8 (d)). We observe the uniformity of the values presenting certain 
periodicity in all electrical outputs of the curvature sensor to different position on the 
superior spherical cap surface. The outputs values are represented by the little histograms 
behind the high histograms (Fig. 20.9). The histograms in the first plane (high histograms) 

                                                      

1 This kernel comes given by the spherical mapping or Gauss mapping : ,G M   in the spherizer operator 
[1, 3] which appear in the invested energy by the sensor. 
2 Here the equation  ,E V is generalized to 3 ,D as the vector equation , 1,2,3.i i

ijE V i   
3 

1 2cos , .z r d z rd     
4 Remember that we consider to spherical mapping : ,G M   that in an orientable surface 

3 ,M  R  we have the total Gaussian curvature through the integral of the form * ( ).KdM G d   
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show the uniform or constant increase of the measurements taken in the octants I, II, III, 
and IV (Fig. 20.8 (d)). 

  
(a) (b) 

 

  

(c) (d) 

Fig. 20.8.  Experiments that show the relation between the electrical outputs measurements 
obtained by the curvature sensor and the field of reference systems given by the shape operator. 

Table 20.2. Electrical measurements realized by the sensor directly on superior spherical cup 
surface (octants I, II, III, and IV). 

 Measurement of the curvature of the sphere with bending sensor 
Coordinates in the sphere Voltages at the accelerometer exes  
X Y Z U1 U2 U3 

1 1 1 0.01 -0.5 -0.1 
2 2 2 0.01 -0.9 -0.4 
3 3 3 0.01 -1 -0.7 
4 4 4 -0.1 -1.2 -1.4 
5 5 5 0.11 -0.4 -0.1 
6 6 6 0.11 -0.8 -0.3 
7 7 7 0.11 -1 -0.7 
8 8 8 -0.2 -1.2 -1.3 
9 9 9 0.31 -0.8 -0.4 

10 10 10 0.21 -0.8 -0.3 
11 11 11 0.02 -1.1 -0.8 
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Table 20.2 (Continued). Electrical measurements realized by the sensor directly on superior 
spherical cup surface (octants I, II, III, and IV). 

 Measurement of the curvature of the sphere with bending sensor 
Coordinates in the sphere Voltages at the accelerometer exes  
X Y Z U1 U2 U3 

12 12 12 0.01 -1.2 -1.3 
13 13 13 -0.1 -0.5 -0.1 
14 14 14 0.11 -0.9 -0.4 
15 15 15 0.11 -1.2 -0.9 
16 16 16 -0.1 -1.3 -1.4 
17 17 17 0.16 -0.4 -0.1 
18 18 18 0.15 -0.8 -0.3 
19 19 19 0.01 -1.1 -0.8 
20 20 20 -0.1 -1.3 -1.4 
21 21 21 0.21 -0.4 -0.1 
22 22 22 0.12 -0.9 -0.3 
23 23 23 -0.1 -1.1 -0.8 
24 24 24 -0.1 -1.2 -1.4 
25 25 25 0.11 -0.4 -0.1 
26 26 26 0.01 -0.8 -0.3 
27 27 27 0.01 -0.1 -0.8 
28 28 28 0.01 -1.2 -1.3 

Reference Point (Rp) 
X Y Z Xv Yv Zv 
0 0 0 0 0 0 

 

Corollary. 5. 1. (F. Bulnes, I. Martínez, O. Zamudio, C.).  The electrical boundering 
conditions to our curvature sensor applying (26) through their shape operator (see the  
Fig. 20.2 (e)) and 20.9 (b)) are: 

 
1 2 1 2

, ( ) ,n nE E P R E E V      (20.28) 

Proof. The gradient on the sphere ,  comes given by 
1

.i iU xU
R

  Then their shape 

operator is: 

 
1

[ ] ( )  ,iV x V p
R R

  v

v
v  (20.29) 

But for electromagnetism of the sensor device field ,V
R

   
v

vE where the electrical 

field has the same direction of the tangent vector (because is the field of the device that is 

displaced on surface), thus E vE is the tangential component. Then to two different 

position of the sensor we have the two tangential components 
1

E v ,pE   and 

1
E v ,qE   , ,p q  then in the two different positions of the sensor is had that 
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(a) 

 
(b) 

Fig. 20.9. (a) Voltage Outputs distribution on superior spherical cap surface. (b) Scheme of 
tangential and normal boundering conditions. The normal component of electric field varies due 

to the change of charges inside the accelerometer (Polarization of the accelerometer). The tangent 
component varies due to the invested voltage along displacement distance which depend of the 

,R taken. Here 1,C and 2,C are two capacitance values. 

  
1 2

1
( ) ,

V
E E E V V

R R        1 (20.30) 

The gauging of units is correct because the dimensional analysis gives  
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1 There is a value that does proportional to the voltage used for the device respect to the tangential electric 
field component. This value is the curvature value. 
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In the case of the normal components as the normal vector varies due to the polarization 
,P due to the change of charges for each capacitance as was showed in the Fig. 20.9 (b), 

then in , we have 
1 2

.n nE E P   Their gauging of units is obvious. 

What happens in the signal analysis context? The implicit spherizer action inside the 
device establish a behavior of electric field that reflex coordinates correlation with the 
implicit sphere in the net energy (20.23) that involves the spherizer operator. This has a 
contextualization more wide, for example the application of the Gaussian pulses and their 
harmonic analysis behavior (see the Fig. 20.10), when the action is realized by the 
spherizer. Curiously, this behavior is similar to the spherical mode of the electric field on 
charged sphere (Fig. 20.11 (c)). 

  

Fig. 20.10. The Spherizer actions ,EO  (curvature transform) in each spatial component  

of electrical field of the curvature sensor. The graph shows ,
E

E O where E  

is the electric field [11]. 

Then this demonstrate the relation between the variation of their capacitance (sensoring 
part of sensor) and the field of reference system of the space created by the spatial 
positioning and their coordinates correlation with the implicit sphere in the net energy that 
involves the spherizer operator. 

20.6. Conclusions 

The curvature as a geometrical property of the space is the geometrical invariant more 
important that characterizes the shape of space. But also in the physical sense the curvature 
is a field observable where the field has a direct inherence on the space creating their 
scenery that obeys a geometrical characteristics inherent of the proper space.  
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(a) 

 
(b) (c) 

Fig. 20.11. Spherical harmonic modes [11]. (a) Spherical harmonics in curvature sensor. (b) 
Gaussian energy pulse used in each time 2 0.2ms cs   , established in the section 20.3.  

(c) Successive approximations to clamped cosine by adding more spherical harmonics.   

In this chapter the goal is demonstrate the consistence of the units of curvature energy, 
which precisely generalizes the way to measure and detect curvature not only as 
geometrical invariant of the space or physical observable of the space, but also as a 
property that measure the deforming action of a field on the space producing energy 
product of this deformation creating likewise the concept of curvature energy which can 
be manipulated through finite energy signals that carry the information of curvature 
through the capacitance variation. The units in MKS system of curvature energy are 

3Volts / m ,  whose net energy invested for unit of surface is the given by an energy sphere 
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whose energy is  ( , )( Joules).E C E O  Likewise the electromagnetic field of the sensor 
device has as component the given in the two directions, the normal and tangent vectors 
to the curved surface which satisfy the boundering conditions established in (20.28), 

where 0( , ) / ,C D A A D   is the variable capacitance of the accelerometer. Finally, we 

can establish that curvature energy is the spectral curvature 1 2( , ),   whose cycles are 
determined by (20.11) and whose correlation function between this curvature and the  
spherizer is given by the application of these co-cycles whose outputs in our curvature 
sensor is given in volts. These measurements will be useful to be applied in advanced 
measurement studies in curvature and torsion of the space, for example in the detection of 
the quantum gravity, where also will be measured in terms of curvature energy [12, 13]. 
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Chapter 21 
Artificial Intelligence Based Medical 
Computer Vision Image Registration System 
and Algorithm 

Jong-Ha Lee1 

21.1. Introduction 

Emphysema is an obstructive lung disease affecting millions of people, especially 
smokers around the world. It is characterized by a loss of elasticity, which results in an 
early airway closure during exhalation. The normal anatomy of the lung is altered in such 
a way that gas exchange becomes poor. According to the National Center for Health 
Statistics, the number of non-institutionalized adults who have ever been diagnosed with 
emphysema was 4.1 million in 2006 [1]. In the United States, emphysema also contributes 
to more than 100,000 deaths each year, and costs more than 2.5 billion dollars in annual 
health care expenses [2]. National emphysema treatment trial shows that lung volume 
reduction surgery (LVRS) improves the quality of life by improving the exercise capacity 
[3]. The same study also concludes that for patients with both predominantly upper-lobe 
emphysema and low base-line exercise capacity, LVRS reduces mortality. A more recent 
study shows the improvements in pulmonary function and exercise ability after LVRS  
[4-5]. There are also studies that LVRS improves neuropsychological function and sleep 
quality [6]. Thus, LVRS benefits the patients with severe emphysema, and the 
improvements of LVRS equipment and procedure should also benefit the patients.  

Computed tomography (CT) scan is the choice of imaging modality for patients with 
suspected emphysema [Screaton and Koh 2004]. Out of different possible CT images such 
as high resolution computed tomography (HRCT) and spiral CT, the spiral CT images 
printed with pixels below 960 HU (Housfield Unit), called density-masked images, gave 
the best estimate of the degree of emphysema in patients undergoing evaluation for LVRS 
[Cederlund et al. 2002]. CT scans are relatively fast—it takes less than 30 seconds to 
obtain the lung CT scan—and cost effective compared to MRI. Thus, CT scan images are 
extensively used to determine the severity of emphysema. CT images are used in diagnosis 

                                                      

1 Jong-Ha Lee  
  Keimyung University, School of Medicine, Dept. of Biomedical Engineering, Daegu, South Korea 
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of emphysema, but the data is not used in the operating room by the surgeons because the 
shape of the open lung is not identical to the shape of the lung when the CT scan was 
performed. Thus surgeons depend on their experiences of the tactical and visual senses to 
determine the line of resection. We develop an image-to-physical space overlay method 
that will aid surgeons in deciding the line of resection during the LVRS. 

The protocol requires intraoperative geometric data to measure and compensate for tissue 
deformation in the organ. In this paper, we use laser scanner to accomplish these tasks 
intraoperatively. The laser scanners are capable of generating texture point clouds 
describing the surface geometry and intensity pattern. Once we obtain the image of the 
lung from the laser scanner with the associated physical coordinate system, then we need 
to correspond the image with the CT image. Thus we need a method to register the non-
rigid images. In this chapter robust point matching (RPM) has been considered. RPM 
algorithm uses continuous relaxations of correspondence variables and non-rigid mapping 
[Chui et al. (2000)]. A recent comparative study of various non-rigid registration methods 
suggests that RPM are appropriate when the set of control point correspondences is fewer 
than a thousand and variation in spacing between the control points is not large 
[Zagorchev 2006], which is the case in our application. In this chapter, TPS affine 
transformation and non-affine deformation matrixes between CT data and laser scanner 
data are computed by RPM. Two matrices overlay CT image to laser scanner image and 
surgeons identifies their region of interest intraoperatively. The preliminary version of our 
chapter has been presented in [Lee et al. 2008]. 

21.2. Image Overlay Method and System Design 

21.2.1. Image Overlay Method 

a) A patient is scanned by a CT scan and a 3D image is created. We determine the lung 
pressure of the patient. 

b) The CT scan data is segmented to the 3D torso surface image and lung images. 

c) In the operating room, prior to draping, the patient is scanned by a laser range scanner.  

d) Register the coordinate space of the patient’s torso (physical space) and the scanned 
laser image of the torso (scanned image space). 

e) Then 3D torso CT scan image is matched with laser torso image. This is to save time 
when the lung images are matched. 

f) Drape the patient and get ready for open lung surgery. 

g) After one of the lungs is visible, we inflate the lung to the predetermined pressure from 
step “a”. Then we scan the lung using the laser range scanner and coordinate measuring 
machine (CMM). 
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h) Register the coordinate of the patient’s lung (physical space) and the coordinate of the 
laser scanned image (scanned image space). 

i) CT scan image is matched to the patient lung surface data obtained by the laser scanner 
using visible control points such as lung boundary, fissures, and carina. 

j) Overlay and display the resection boundary on the laser scanned lung image in the 
computer screen. 

The theoretical and algorithmic developments are mostly given in steps “d”, “e”, “h”, and 
“i”. These steps are the registration process to relate the physical space, laser scanner 
image space, with the CT image space. Steps “d” and “h” are similar, and here we register 
the scanned image space with the physical space. Steps “e” and “i” are similar and here 
we use non-rigid registration of the scanned image with the CT image.  The steps “d” and 
“e” are performed a priori as an initial alignment. 

In the following subsections we describe the overall design of the Image Overlay System, 
preoperative image acquisition method, intraoperative image acquisition method, and 
coordinate transformation. The critical part of the Image Overlay System is non-rigid 
image registration. The next section is dedicated to the design, implementation, and test 
of a non-rigid image registration method. 

21.2.2. Image Overlay System  

The system is divided into the Preoperative Subsystem and Intraoperative Subsystem, and 
within each subsystems there are hardware unit and software unit. Furthermore, within 
the software unit there are multiple modules. The outline of the whole system is given in 
Fig. 21.1 Siemens CT scanner software, VB10 and Syngo Multimodality Workplace 
(MMWP) VE20A SL08P62, is the first module in the Preoperative Subsystem. This 
module will capture and display the three dimensional image of the lung. Using these 
images as the input, Emphysema Boundary module will determine the degrees of 
emphysema based on the Housfield unit (HU), and determine the optimal resection 
boundary. The final module in the Preoperative Subsystem is a MATLAB Interface 
Module. We designed software to import the dicom files generated by the CT Scanner 
module into MATLAB. 

On the Intraoperative Subsystem side, we have four modules: Laser scanner software 
module, Point Matching module, Radial basis function (RBF) module, and Display 
module. The laser scanner module will be the laser scanner company’s software. This will 
enable us to see and manipulate the laser scanned image. Also, this module have a file 
conversion part to convert 3D stereolithography (STL) or ASCII files to other MATLAB 
readable file format. The Point Matching module will be based on the RPM algorithm. 
The RBF module will be used to fit a smooth surface to the laser scanned images using 
RBF. The final software module, the Display module, will visualize the patient’s lung on 
the computer screen and overlay the emphysema boundary on the screen. 
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Fig. 21.1. Image overlay system hardware and software design. 

21.2.3. Preoperative Image Acquisition 

Preoperative images from various different modalities are usable with our approach. In 
this paper, we used 3D CT images from a Siemens Somatom Sensation CT scanner in 
Temple University Hospital. The CT produced 64 multiple 2D slices per rotation and the 
resolution was 0.24 mm ultra high isotropic resolution. For our lung phantom, the highest 
rotation time was 0.33 seconds. The CT data were manipulated through Siemens Syngo 
acquisition workplace and stored in a computer. When the data were available in the server, 
we accessed clinical data through Syngo multimodality workplace and rendered 3D CT 
images through CT clinical engines and Syngo Expert-1. Every slice was transmitted and 
stored in the Digital Imaging and Communication in Medicine (DICOM) file format. The 
size of DICOM files obtained from the CT is directly proportional to the number of 
obtained 2D slices. Later, we imported these 2D slices image into our software package. 
Then we rendered the 3D image and determined the outline and the region of interest for 
the pig’s lung. 

21.2.4. Intraoperative Image Acquisition 

Different modalities such as CT, MRI, or SPECT can be used with our approach to obtain 
intraoperative images. Here, we used a laser scanner (Optix 400M, 3D Digital Corporation, 
Sandy Hook, CT) to obtain intraoperative images. The laser scanning is a non-contact, 
non-invasive, fast, safe, and relatively simple method. The laser scanner is capable of 



Chapter 21. Artificial Intelligence Based Medical Computer Vision Image Registration System and 
Algorithm 

 409 

generating point clouds with a resolution of 0.175 mm at a distance of 30 cm and  
0.375 mm at a distance of 65 cm. The maximum point density was 1,000 points per line, 
up to 1,000 lines, and the field of view was 30 degrees. If the object is glossy or light 
absorbing such as black in color, then the scanned image may be noisy or the sensor may 
not detect the laser light reflection. We have tested the use of a laser scanner with a pig’s 
lung which is simulated as a smoker’s lung. Even though, the simulated smoker’s lung 
made from a pig’s lung was dark in color with smooth, light, porous, spongy texture, the 
laser scanner was able to successfully scan it. 

We also have experimented with the point density, resolution, and scanning time. The 
results are summarized in Table 21.1. The preliminary result shows that the best resolution 
of X and Y was 0.25 mm with 90 seconds scanning time and the worst resolution was  
0.40 mm of X and 0.75 mm of Y with 20 seconds scanning time. The organ such as a lung 
is not stationary for 90 seconds. However, surgeons can inflate one lung at a time and hold 
it at a constant pressure for 90 seconds [9]. Then we can scan the lung during this period. 
The laser scanner that we use is a class II laser, which will not cause ocular damage as 
long as human does not directly look into the laser for an extended period of time. 

Table 21.1. Swine lung scanning test with Optix 400M laser scanner. 

Lines Points 
Resolution, 

x (mm) 
Resolution, 

y (mm) 
Time 

(seconds) 

1000 1000 0.25 0.25 90 

500 1000 0.40 0.25 75 

300 1000 0.75 0.25 50 

500 255 0.40 0.75 20 

 

After acquiring data, Radial Basis Function (RBF) was used to fit a smooth surface to the 
laser scanned images. In the OR, there is a need to relate the laser scanner space with a 
fixed physical coordinate system as the laser scanner moves to obtain three dimensional 
images of the organ. To relate the laser scanned images to the physical coordinate, we 
designed the system to use a Coordinate Measurement Machine (CMM). After the initial 
alignment, the CMM can track the location and orientation of the laser scanner and the 
scanner images are related to the physical coordinates. 

21.2.5. Non-rigid Registration 

Once the preoperative and intraoperative images are obtained, we need a method to relate 
these two images accurately. One of the most popular registration methods is Iterative 
Closest Point (ICP) algorithm. While ICP algorithm is very simple, fast, and guarantees 
to converge to the local minimum, it is not very robust. The algorithm is easily 
degenerated by noise and large deformation. In this paper, another algorithm, robust point 
matching (RPM) has been considered and modified [Chui et al. (2000)]. Moreover, we 
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would like to determine region of interest (ROI) such as the location of the tumor or the 
line of resection within the intraoperative images. In order to perform these tasks, we 
augmented a RPM method to estimate ROI. 

Consider we have a CT image and a laser scanner image as our preoperative and 
intraoperative images, respectively. We will consider the line of resection as the ROI of 
an organ. CT image control points consist of two point sets depending on whether 
correspondence points exist or not. Let 1 2{ , ,..., }MA a a a  be a set of control points 

selected along the contour line of an object in a CT image. CT image includes line of 
resection where laser scanner cannot detect. Let 1 2{ , ,..., }KB b b b  be a set of control 

points on the line of resection of a CT image.  These points do not have a corresponding 

points in .C  The outline of the organ is also fully detected on a laser scanner image, and 
all of control points in this set have correspondences. It is in the case of 100 % field of 
vision. We use 1 2{ , ,..., }NC c c c  to denote a set of control points in the laser scanner 

image. 

Each landmark ia  is represented as a 2D homogeneous coordinate vector (1, , )ix iya a . In 

our application, one to one matching is desired, but in general, one to one matching is not 

achieved due to outliers. To handle this problem, two point sets A  and C are augmented 
to 1 2

ˆ { , , ..., , }MA a a a nil  and 1 2
ˆ { , , ..., , }NC c c c nil  by introducing a dummy or nil  

point. From these sets we determine the matching correspondence matrix, H . For a point 
ˆm A  and ˆn C , if m is matched to n , then 1mnh  , otherwise, 0mnh  , where mnh is an 

element in matrix H .  Points in A  with the corresponding points in C  are matched one 
to one, some of the points are determined as outliers if the matching probability is below 
the pre-determined threshold. Outliers in A  are matched to the nil point in C , and vice 
versa.  Multiple control points may be matched to a nil point. We want to find the matching 

correspondence and transformation ˆ ˆ, :H f A C  between these two point sets, which 
minimizes the bending energy of the Thin Plate Spline (TPS) model. Then we will use 
this matching function, f , to transform B , which is without correspondence to B̂ , 

which is the resection line on the intraoperative laser scan image; 
ˆ:f B B .  RPM 

method formulates the energy function to match the control points as closely as possible 
while rejecting outliers. The softassign technique and deterministic annealing algorithm 
are used to search for the optimal solution. Below is the summary of RPM method of 
[Chui et al. (2000), Yang et al. (2006)], which we modified to include the matching of the 

points without correspondence points. The optimal correspondence 
^

H  and transformation 
^

f  is obtained as follows. 

 
,

ˆˆ[ , ] arg min ( , )
H f

H f E H f
,
 (21.1) 

where 
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subject to the following constraints. 
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with [0,1]ijh   and it indicates the matching probability. 

( , )gE H f  is the geometric feature based energy term according to the Euclidean 

distance, 
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where 

 
1

N

i ij j
j

v h c


   (21.5) 

The variable iv  can be regarded as a newly estimated position that corresponds to ia .  

( )tE f  is the TPS smoothness energy term to generate a smooth spatial mapping. The 

constant   regulates the smoothness. 

 2 2 22 2 2

2 2
( ) 2 .t

f f f
E f dxdy

x x y y


        
                  
 

 (21.6) 

( )dE H  controls the fuzziness of softassign technique with the temperature T  of 

deterministic annealing, [0,1]T  

 
1 1

( ) log .
N M

d ij ij
j i

E H T h h
 

   (21.7) 

The final term ( )wE H  prevents the rejection of too many points as outliers. 

 
1 1

( ) ,
N M

w ij
j i

E H h
 

    (21.8) 

where  is just a constant. 
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RPM method involves a dual update process embedded within an annealing scheme. The 
first step is to update the correspondence: 

 
( ( )) ( ( ))1

exp
2

T
i i i i

ij

c f a c f a
h

T T

  
  

 
 (21.9) 

Then, with a fixed H , the mapping parameters of f  are calculated. If a weighting 

parameter   is fixed, a unique solution of f  that minimizes TPS energy function exists, 

 ( ) ( , ) ( )tps g tE f E H f E f   (21.10) 

A solution consists of two parameter matrices D  and W  

  ( , , ) ( )i i if a D W a D a W     (21.11) 

where D  is a 3 3  matrix representing the affine transformation and W  is a 3M  
warping coefficient matrix representing the non-affine deformation. ( )ia  is a 1 M

vector for each landm ia , where each entry 
2

( ) log ,  1,...,j i j i j ia a a a a j M     . If we substitute the solution for f  

(21.12) into (21.11), the TPS energy function becomes, 

 2
( ) trace( )T

TPSE f V XD W W W     ,
 (21.12) 

where [0,1] . { ( ) :  1,..., }ia i M   is an M M  matrix formed from ( )ia . To 

find the least-squares solutions for D  and W , QR decomposition on A  is applied to 
separate the affine and non-affine warping space [Wahba (1990)].   

 1 2[ | ]
0

R
A Q Q

 
  

 
 (21.13) 

As the final optimal solutions for D̂ and Ŵ, we obtain 

 1
1

ˆ ( ),TD R Q A W    (21.14) 

 1
2 2 2 2

ˆ ( ) .T TW Q Q Q I Q V     (21.15) 

The minimum value of the TPS energy function obtained at the optimum ( ˆ ˆ,D W ) is the 
bending energy. In RPM method, above two steps are iterated as the temperature is 

gradually reduced until the desired correspondence Ĥ  and the transformation f̂  are 
obtained. Because we know the bending energy in every determined annealing step, the 
line of resection landmark set B  can be warped to the laser scanner image using the TPS 
warping field. This process will allow B  transforming gradually without correspondence.  
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The resection boundary estimation method has several parameters. To setup these 
parameters, some practical techniques are utilized. For our convenience, we scale 
coordinates of x-axis and y-axis into unit square and set oT  as 0.05. In the beginning, the 

preoperative image’s control points are placed as the center of the initial search boundary. 
Then the search boundary is set large enough to enclose all intraoperative control points. 

We set the initial weighting parameters  as 1. We initialize the affine transformation 

matrix D  to a zero matrix and non-affine deformation matrix W  to an identity matrix. 
During the annealing procedure, T  gradually decreases according to a linear annealing 
schedule, new oldT T  ,   is the annealing rate. We set   as 0.94. The annealing rate of 

  is T  and decreases by new oldT  . The updates occur alternatively and are repeated 

until they converge at each temperature value. The deterministic annealing is repeated 
until T  reaches finalT  and we set  finalT  as 0.005. The pseudo-code for the resection 

boundary estimation algorithm is summarized in Table 21.2. 

Table 21.2. The Resection Boundary Estimation Algorithm Pseudo-code. 

Input: CT image contour landmark set A , 

CT image line of resection landmark set B , 

Laser image landmark set C. 

Initialization: D←0, W←0, T←To, λ← λo 

Do 1: Deterministic Annealing Â  and Ĉ  

Do 2: Alternating Update 

Update Ĥ  based on current Â  and Ĉ  

Update D  and W  based on current Ĥ  

Update B̂  based on updated D  and W  

Until 2: D and W are converged 

End Alternating Update 

T←T τ, λ← λT 

Until 1: T< T_final 

End Deterministic Annealing 

Merge warped Âand warped B̂ . 

21.2.6. Registration Validation Metrics 

The measurement of root mean square (RMS) distance between corresponding points is 
the most common performance metric of registration accuracy in rigid control points 
based registration [Fitzpatrick et al. (1998)]. A metric for non-rigid registration is 
measuring mean RMS distance error between control points on one image and its 
corresponding closest control points on the other image. This is called mean registration 
error (MRE) and is defined as follows. 
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ˆ ˆ[( )( ) ],

m
T

i i i i
i

a b a b
m 

   (21.16) 

where ˆia  is the warped control points, ib  is the truth control points, and m  is the total 

number of control points. However this metric is inconsistent and sometimes leads to 
misleading results in the non-rigid registration problem [5]. Fig. 21.2 shows the failure of 
mean RMS distance error for the registration accuracy. In Fig. 21.2 (a), three control 
points (x) are matched to one landmark (o) simultaneously. In contrast, in Fig. 21.2 (b), 
control points (x) and control points (o) are matched perfectly. If we calculate mean RMS 
distance between corresponding points, however, both results have the same mean RMS 
distance error. This problem occurs more prevalently if there are many control points and 
for a non-rigid registration.  

  

(a)                                     (b) 

Fig. 21.2. An example of the shortcomings of mean RMS distance error for the registration 
accuracy in the non-rigid registration problem. Many to one registration result (a),  

and one to one registration result (b) have same mean RMS distance error. 

In order to overcome this drawback of RMS distance and to have a more intuitive metric, 
we define a new metric called Non-Overlapping Ratio (NOR).  See Fig. 21.3 for the visual 
depiction of the NOR error. Our main concern is the mismatched area after the 

registration. We assumes that control points have m  vertices ( ,i i
x ya a ), 1,...,i m  and a 

polygon is made of line segments between m  vertices. The last vertex ( ,m m
x ya a ) is 

assumed to be the same as the first, thus the polygon is closed. The NOR between polygon 
area A  consisting of m  vertices, and polygon area B  consisting of n  vertices is given 
by 

 ( ) ( ) 2 ( )
100 (%)

( )

R A R B R C

R B

 
 , (21.17) 

where ( )R   indicates the area made of vertices. ( )R C  indicates the intersection area of 

( )R A  and ( )R B . In this study, the MATLAB function polyarea is used to calculate the 
polygon area. Typically, in non-rigid image registration using control points, perfect 
matching is rarely achieved, thus  we assume there is always some overlapping; i.e., there 
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are no 0 % nor 100 % NOR. Then NOR gives more intuitive metric for the registration 
quantity. This metric can be generalized to 3D volume error. 

 

Fig. 21.3. An example of NOR. The dark area indicates non-overlapping region  
between A and B. 

21.3. Result 

In the first case, we used a balloon as a phantom. We used a digital camera as our first 
modality. Before taking a picture, we drew a line on the balloon’s surface to indicate a 
truth line of resection. The black points on the Fig. 21.4 represent ROI area. We took the 
first digital image with an inflated balloon and took the second image with a deflated 
balloon to represent the deformation of organs. We chose 200 landmarks for each image, 
170 landmarks were chosen along the outlier and 30 landmarks were chosen along the 
resection line. The resection line on the deflated balloon image was used as the “truth” 
value. 

 

(a) (b) 

Fig. 21.4. (a) Inflated balloon digital image, and (b) deflated balloon digital image. 
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Fig. 21.5 (a) shows landmarks before registration. The landmarks represented by the cross 
“X” are from the first image and the circle “o” are the second image. Notice that there are 
significant differences between two outlines landmarks and two resection lines landmarks. 
Fig. 21.5 (b) shows the result after registration; we registered just using the outline 
landmarks. We notice that the outlines match relatively well, but on the left and right 
corner of the line of resection landmarks, there are some errors. After rescaling it back to 
the actual coordinate system, we calculate the corresponding area. The result shows that 
before registration, the difference area was 31.48 cm  for outline area and 2.41 cm  for 
ROI area. However, after registration, it becomes much smaller, and the difference area 
was 0.04 cm   for outline area and 0.21 cm  for ROI area. The corresponding NOR was 
0.53 % for outline area and 0.74 % for ROI area. We note that outline area has smaller 
NOR than ROI area. We conjecture that this is because there are more landmarks in the 
outline area and they are registered using corresponding landmarks. We remind the 
readers that ROI landmarks were estimated without correspondence. We also note that we 
can improve the accuracy by carefully choosing more landmarks for both areas. 

(a) (b) 

Fig. 21.5. (a) Balloon digital image landmarks (a) before registration and (b) after registration. 

21.3.1. Image Registration Experiments 

The result from non-rigid registration experiments on pig’s lung are shown in Table 21.3. 
A pig’s lung was first scanned by a CT scanner and an inflated pig’s lung was scanned by 
a laser scanner. Fig. 21.6 shows the CT scan image and the laser scanned image of the 
lung. A total of 700 control points are used for the registration. We assume that our ROI 
is the left lung, right lung, and a plastic gasket attached on the lung. To increase the 
reliability of experiments, the phantom was scanned 10 times, and for each scan, the 
control points were extracted and the registration is performed. 
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Table 21.3. Registration results between CT image and laser scanner image. Three ROI  
were used as targets. 

 Before Registration After Registration 

 MRE (mm) NOR (%) MRE (mm) NOR (%) 

Left lung 15.42 2.23 23.03 8.46 2.32 0.23 1.21 0.28 

Right lung 16.22 2.36 24.78 4.63 3.36 0.26 1.91 0.13 

Trachea 14.78 3.01 21.47 5.63 1.58 0.17 1.23 0.23 

Cardiac notch 14.25 2.97 21.57 7.45 1.32 0.21 1.01 0.35 

 

  
(a) (b) 

Fig. 21.6. CT image (a), and laser scanner image (b) of a phantom surface. 

 
(a) (b) 

Fig. 21.7. Swine lung CT /laser scanner image landmarks (a) before registration,  
and (b) after registration. 
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21.3.2. Deformation Experiments 

During the surgery, an organ’s shape change. Therefore, the degree of organ’s 
deformation and visible percentage of the organ during a surgery are two important 
factors. For this reason, two sets of data from three images were obtained. We designed a 
computer simulation to measure the robustness of our algorithm under different degree of 
deformation and organ visibility. In the deformation experiment, 700 control points on 
each set of images are used and 10 different scanned data sets are chosen for each 
degradation level.  Because the CT scan and laser scanned images are taken at the different 
times, the registration accuracy will depend upon the degree of deformation between the 
two registering images. We assume that the laser scanned image is the deformed image 
and register it to the CT scan image. So, we quantify the degree of nonlinear deformation 
using Gaussian Radial Based Function (GRBF), which is generated by choosing a special 

form of the kernel, 
2 2( ) exp( / ),  , 1,...,j i j ix x x i j l      .    Five levels of deformation: 

0.01, 0.03, 0.05, 0.07, and 0.09 are used depending on the parameters   of GRBF.  These 
values correspond to the degrees of deformation, 1 %, 3 %, 5 %, 7 %, and 9 %.  The results 
are shown in Fig. 21.8. 

 

Fig. 21.8. Values correspond to the degrees of deformation. 

From Fig. 21.8, we notice that when the degree of the deformation is the highest, the NOR 
increases to 2.23 0.65 % for Case 1 and 3.19 0.66 % for Case 2. Case 3 has the highest 
value deformation error and the error increases to 3.32 0.65 %. The difference between 
1 % deformation and 9 % deformation was the largest in case 2 with 1.33 % and the 
smallest in case 1 with 0.78 %. Case 3 was in between these two and the difference was 
1.07 %. 
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21.3.3. Organ Visibility Experiments 

During a surgery, often only a part of the organ is visible.  Thus, we investigate the effect 
of our method if the organ is partially visible in this section.  For the organ visibility test, 
blocking windows are used to the original image and the images are reduced accordingly. 
The control points are re-chosen based on the reduced image. Six different organ visibility 
percentages are considered: 100 %, 96 %, 93 %, 90 %, 87 % and 85 %.  Different 
percentages of organ visibility were also simulated and the results are shown in Fig. 21.9. 
In Fig. 21.9, we noticed that NOR error increases as percentage of visibility decreases, 
which is consistent with the intuition. If the surgeon sees about 96 % of organ, NOR was 
0.94 0.30 %, 1.35 0.22 %, and 1.66 0.54 % for Cases 1, 2, and 3. However, if the 
organ visibility drops to 84 %, the error increased and NOR was 3.28  0.33 % in Case 1 
and 4.14 0.52 % in Case 3. Case 2 had the error of 4.01 0.49 %. The statistical test 
verifies that our approach is tolerant with various deformation and organ visibility. 

 

Fig. 21.9. Simulated results in Different percentages of organ visibility. 

21.4. Discussion 

With the multitude of medical diagnostic equipment and frequent use of them, there is a 
need to integrate data from different modalities. Despite the fact that a surgeon can 
determine the region of interest such as a line of resection from preoperative CT scan 
image, there is no good method to relate this information to the open organ in the operating 
room. The work presented in this chapter estimates the operative surgical line of resection 
in the OR using a preoperative image such as CT data and intraoperative image using laser 
scanner data.  Once again we emphasize that the line of resection does not have a 
corresponding points on the intraoperative image.  We, however, use a novel non-rigid 
image registration method to relate these two images including the line of resection. The 
registration and estimation methods are implemented through customized software. 
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The proposed method will minimize unintended removal of the healthy part of the organ. 
We hypothesize that this method will improve the precision and quality of the LVRS, 
consequently improving the morbidity and mortality of patients with severe emphysema. 
Furthermore, the image-to-physical space registration method can be used train new 
surgeons in determining the line of resection in severe emphysema surgery. Furthermore, 
this research will have a direct applicability in image-guided surgery of other non-rigid 
structures of the body such as the heart, liver, and the brain. Similar technology will be 
applicable to tracking of moving or deformable organs. 

21.4.1. Non-rigid Image Registration 

Our registration method uses control points on the images.  Thus, it is an intrinsic method. 
Different approaches based on the extrinsic method are also available [Maintz et al. 
(1998)]. In extrinsic method, invasive markers are introduced. The use of intrinsic method 
is more suitable registration approach for the following reasons. Extrinsic methods depend 
on artificial fiducials such as invasive screw markers or skin markers. Patients should be 
preoperatively imaged with artificial markers attached to them. Intraoperatively, surgeons 
touch markers with the optical tracking probe and a system determines the transformation 
between those markers. The main drawback of this method is that fiducials must be 
attached or marked on the patient’s body before the surgery. The patients need to be at 
OR earlier for the preparation, and markers make patients feel uncomfortable.  
Furthermore, the transformations is mostly designed for a rigid model. Consequently, this 
method introduces larger error on most non-rigid organ surgeries. Our intrinsic method, 
however, depends only on the patient’s anatomical images. Registration is based on the 
control points or voxel properties of the images. The advantages of our method are 
relatively fast, simple, non-contact, and non-invasive.  

Furthermore, a new non-rigid transformation method has been developed for points 
without correspondence. This is important because even though our intraoperative images 
do not have diagnostic capability, we are able to determine the region of interest from the 
preoperative image. This method can be used to identify tumor locations and lines of 
resection in the OR. In our study, the landmark based non-rigid registration was performed 
using RPM. The line of resection was estimated on the approximate TPS warping field. 
This warping filed was calculated through two novel techniques, soft-assign and 
deterministic annealing. Using this method the non-overlapping region (NOR) errors were 
determined; for the phantom case, the error was less than 1 % and for the lung case the 
error was less than 2 % non-overlapping region. 

Although, this method has been applied to lungs, other organs may be used. Other organs 
such as breasts may work well with this method. For example, the location of the breast 
cancer cell predetermined by MRI may be related to the intraoperative image (laser 
scanned, digital image, etc.). Moreover, this method can be used for time series analysis. 
For example, the tumor growth may be determined if there are multiple images separated 
by time are available. 
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21.4.2. Registration Accuracy Metric 

In order to determine how well the ROI are estimated, non-overlapping ratio (NOR) error 
was introduced and determined using the vertices consisting of control points on the 
contour. In fact, we found out that measuring RMS distance (i.e., mean registration error), 
the traditional index of the registration accuracy as the registration error metric, is not very 
accurate and sometimes leads to misleading results. This problem becomes worse, when 
the control points increase or the deformation degree increases. Thus in this work, NOR 
was chosen to compensate the drawbacks of MRE as the metric to measure registration 
error. The NOR gives more intuitive sense for the mismatched region. The accuracy of 
NOR is highly depended upon the number of control points, because it is calculated as a 
polygon which is comprised of control points. 

The validity of our approach was demonstrated through the experimental results, with a 
mean NOR in the range of 1.40±0.65 % (Table 21.3). A limiting factor to the accuracy of 
the estimation is represented by the limited organ’s degree of deformation and organ’s 
visibility. Our approach was also validated under the different degree of deformation and 
organ visibility, and mean NOR was 3.32±0.65 % when the deformation was the highest 
and 4.14±0.52 % when the organ visibility was the smallest. Here we note that, the most 
accurate NOR would obtained by scanning the object under the perpendicular view angle. 
Thus, in this work, organs were scanned by the CT and laser scanner with 90 degrees from 
the ground. 

A limiting factor to the accuracy of CT / laser scanner image registration in the open organ 
is represented by the different breathing conditions in CT and laser scanner. In fact, laser 
scanner image acquired the information during few seconds. If the patients inhale and 
exhale constantly during this period, this long acquisition time impairs the spatial 
resolution and in results it makes difficult to register images. The CT freezes the organ 
during CT sampling. The error can be introduced by these different breathing conditions. 
In this work, we assumed that the surgeons would inflate one lung at a time and hold it at 
a constant pressure for about 90 seconds. 

Instead of using landmark based registration, surface registration can be an alternative 
way. [Hill et al. (2001)]. However, surface registration method has difficulty estimating 
the region of interest, which is inside an organ. In addition, the complexity and 
computational time is higher than our method. Our method is capable of determining 
control points on the surface region of interest as well as the region of interest embedded 
in the organ.  Our method took about 1 minute for 100 landmark image registration with 
Pentium IV 3 GHz and 2 GB RAM. 

It should be also noted that our experimental results are for of 2D registration of CT and 
laser scanner images. For a volume calculation, 3D registration is necessary. TPS-RPM is 
easily extended to 3D coordinates. Also the NOR has to be defined as the volume instead 
of area. These extensions are left as the future work. 

It is worth noting that the topics of multi-modal registration and accuracy have been 
widely investigated in the literature. Most papers, however, deal with the registration 
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between preoperative images to validate the growth of the tumor or determine ROI 
without consideration of high degree of non-rigid deformation and the limited organ 
visibility. As far as we know, the registration between preoperative image before surgery 
and intraoperative image of an open organ in the OR, and finding the warping field to 
estimate resection boundary in near real time are new methodologies. The experiments 
using different phantoms and modalities in this chapter show the suitability of our 
approach. 

21.5. Conclusions 

We proposed an estimation method to find the operative region of interest in the OR. For 
this, we used a preoperative CT image, a laser scanned intraoperative image, and Robust 
Point Matching based non-rigid image registration algorithm. To intuitively quantify the 
registration error, we proposed Non-Overlapping Ratio. Extensive experiments were 
performed to demonstrate the robustness of our approach. For the lung phantom, we 
obtained 0.72 % non-overlapping region error.  Under the non-rigid deformation and the 
limited organ visibility (84 % of the organ visible), our approach performed less than  
4.14 % NOR. It shows that the approach taken in this chapter is relatively fast and 
convenient with high accuracy for the OR environment. The proposed method for CT / 
laser scanner image integration will be a useful method to support surgeon’s region of 
interest determination. 
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Chapter 22 
SmartLab Magnetic: A Modern Student 
Laboratory on Magnetic Materials and 
Circuits 

Javier Martinez-Roman, Angel Sapena-Baño,  
Manuel Pineda-Sanchez, Ruben Puche-Panadero 1 

22.1. Introduction 

Undergraduate laboratories should provide means to help the student visualize often 
complex concepts, to achieve a more lasting understanding and, thus, a more significant 
learning of the ideas presented in the lectures. As an example, magnetic circuits are often 
an introductory aspect of under-graduate electrical machines courses [1-5]. Basic learning 
objectives in these courses are that students should be able to understand how the magnetic 
circuits work, and calculate their main relationships, such as those between core 
dimensions, core flux and exciting current. Student must be aware that some lamination 
properties (such as permeability and total specific losses) are directly related to the 
electrical machine’s fundamental performance figures such as efficiency, the no-load 
current, or the power factor. Traditionally, students have been able, to a very limited 
extent, to check these facts experimentally with no-load tests at different voltages on 
typical electrical machines, like transformers and induction machines, using simple 
measuring equipment like voltmeters and ammeters or more complex like oscilloscopes. 

The student often faces challenges when integrating laboratory and lectures learning. With 
respect to electromagnetism and electrical machines these challenges are mainly related 
to the use of abstract concepts that are hard to visualize [6, 7], and to the lack of 
appropriate and easy to use measurement equipment and test rigs. In the case of 
electromagnetism, these difficulties are sometimes aggravated by the use of a 
mathematical approach when actually the students need to visualize the concepts to fully 
understand them. In recent decades the use of simulations to help visualize those abstract 
concepts [7], and to simulate the actual electrical machine performance during tests  
[8-11] has sometimes been adopted but then new drawbacks arise. The SmartLab 
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approach, proposed here, blends the test of actual machines of classical experiments with 
the enhanced data processing and visualization offered by simulations, in an attempt to 
profit from their advantages while avoiding their weaknesses. 

SmartLabs (SLs) complement the existing equipment under test of classical experiments 
with a sensors set, a Digital Acquisition (DAQ) board and a portable device App providing 
DAQ control, acquired data manipulation and handling, and the user interface. Similar 
approaches based on personal computers, often designated as Virtual Instruments (VI) 
using the widespread manufacturer terminology, has been shown to have many 
advantages over traditional instruments. Reference [12], as early as 1984, showed the 
suitability of VIs to help students get a ‘real-time’ handle on some electrical machine 
concepts. In [13], efficient data collection and manipulation by means of VIs is shown to 
help maintain student interest and reduce the time required to perform and evaluate 
experiments; similar advantages were reported in [14]. VIs’ ability to provide user-
friendly interaction with the experiment is also underlined in [15]. The modular and 
reusable nature of Vis, and therefore their suitability for integration into cost-effective 
systems is underlined in [16]. Additional benefits from having students collaborate in  
VI development is that these then reflect student interests and needs, as described, along 
with already mentioned advantages, in [17]. With respect to magnetic materials properties, 
some advantages are also cited in [18, 19] and [20]. 

SmartLab Magnetic (SLM) was the first SmartLab [21, 22] developed by the Installations, 
Systems and Electrical Equipment (iSEE) group (within the Institute for Energy 
Engineering of Universitat Politècnica de València) out of five already deployed and 
several more under development. SLM is based on the original magnetic circuits lab, 
which focused on changes in magnetic circuit structure and their effect on winding 
inductance and no-load current based on rms voltage and current measurements. 

This chapter first briefly introduces, in Section 22.2, the main relationships between 
winding voltage, core flux, core dimensions and materials and exciting current in 
transformer-core type magnetic circuits, how these influence key electrical machine 
performance figures and how they relate to various aspects of the no-load current of a 
transformer. Section 22.3 describes the equipment under test, and the sensors set and DAQ 
card. Section 22.4 deals with the Android App User Interface (UI) design and the required 
data processing and handling that enhances visual recognition of the main relationships in 
Section 22.2 while providing a friendly user experience. Section 22.5 describes the tests 
to be performed and the data to be collected to arrive at the main results directly related 
to the lab’s learning objectives. Finally, the student opinion on the relevance, usefulness 
and motivational effect of the laboratory is detailed in Section 22.6. The main conclusions 
of are presented in Section 22.7. 

22.2. Introduction to Transformer-Core Type Magnetic Circuits 

Transformer-core type magnetic circuits are characterized by a set of stretches linked in 
series (sometimes, as a result of symmetry two identical sets are arranged in parallel, as 
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in the shell type core) along which the magnetic flux is quite approximately constant. As 
a result of this, the magnetic behavior of each stretch can be depicted by its reluctance: 

 ;
l

F
S

   (22.1) 

For the whole magnetic circuit, as a series combination of several tracts or limbs, when 
excited by a single winding with N turns, results: 

 · tract coreN I mmf       (22.2) 

Thus, longer magnetic circuit tracts or smaller available core cross-section result on a 
higher reluctance and a higher no load current for the same core flux. Also, as the core 
iron saturates its average permeability decreases and the higher reluctance means again 
more exciting current is needed. 

The transformer being at no load, the winding sinusoidal voltage is almost equal to the 
induced electromotive force (emf) that, in turn, requires a sinusoidal core flux that must 
lag the winding voltage by ¼ period: 
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The winding no-load current, necessary to provide the magnetic circuit magnetomotive 
force (mmf) and to support its losses, can then be split into its magnetizing and iron-loss 
components. The magnetizing current is in phase with flux pulsation but, due to core 
saturation, exhibits obvious peaks (in phase with core flux peaks which, in turn, coincide 
with the zero voltage instant due to the ¼ period lag) that results in a bell-shaped 
waveform. The iron-loss current is in phase with the winding voltage and, therefore, leads 
the magnetizing current by a ¼ period. The result of this phase shift between the two no-
load current components appears as a left-peak-right asymmetry of the no-load current 
semi-periods (see for example [4], pp. 81-84 or [5], chapter 2.4.2.3). 

From an electrical engineer’s point of view, the core’s magnetic materials main properties 
are the permeability and specific losses, because they are directly related to fundamental 
performance figures of the electrical machine. The iron core mmf accounts for between 
30 % (in rotating electrical machines) to 90 % (in transformers) of the total required mmf, 
the remaining percentage being due to airgaps. In turn, the total mmf is directly related to 
the machine’s no-load current and, through that, to its power factor and to the reactive 
power consumption. The ES specific losses are directly related to the core losses, 
amounting to about one third of the machine’s total losses. The remaining losses are 
mainly Joule effect losses in the windings and friction losses in rotating machines. ES 
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specific losses are closely proportional to core’s induction squared and, therefore, for the 
same core flux, the smaller the available core cross-section the higher the specific losses. 

22.3. Test Equipment 

The test equipment that integrates the SLM has been derived from the original laboratory 
equipment used with classic instrumentation. It included a variable autotransformer to 
provide adjustable voltage at constant mains frequency, a three phase three leg transformer 
(220/380 V, 2 kVA), one voltmeter and one ammeter. The classic instrumentation was the 
only element enhanced for the SLM. 

22.3.1. Magnetic Circuit Configurations 

A three phase transformer is used to test different magnetic circuits with varying 
configurations (see Fig. 22.1 to Fig. 22.4) depending on the winding being fed or 
connected and thus give the student the opportunity to correlate changes in magnetic 
circuit configuration with the observed changes in winding inductance and overall 
magnetic circuit reluctance. Four tests where thus devised: Series-parallel I,  
Series-parallel II, Series and Open. 
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Fig. 22.1. Series-Parallel I magnetic circuit. 

In the Series-parallel I configuration (Fig. 22.1) only the primary winding on the left leg 
is fed, at its rated voltage, keeping all other windings open. Thus, the flux required in the 
left leg goes through the left yoke to the junction between the central leg and the right 
yoke and leg, where it splits, mostly going through the shorter central limb. 
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In the Series-parallel II (Fig. 22.2) configuration only the primary winding on the central 
leg is fed, at its rated voltage, keeping all other windings open. Thus, the flux required in 
the central leg goes to the junction between the left and right legs where it splits 
approximately halves. In this configuration magnetic flux lines are, in average, shorter, 
and the full magnetic flux is confined in a single limb for a shorter tract. These two 
configuration changes result in a lower magnetic circuit reluctance. 
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Fig. 22.2. Series-Parallel II Magnetic Circuit. 

In the Series configuration (Fig. 22.3), again, only the primary winding on the central leg 
is fed, at its rated voltage, keeping all other windings open but the secondary winding on 
left leg, which is short-circuited. Thus, no voltage means almost no winding induced emf 
nor flux in the left leg and the flux required in the central leg goes to right leg almost fully. 
Now the magnetic flux lines are more or less the same length as those in Series-Parallel 
II magnetic circuit but the available iron cross-section has been halved along most of the 
magnetic circuit. Thus the magnetic circuit reluctance clearly increases. 

Finally, in the Open Circuit configuration (Fig. 22.4), again, only the primary winding on 
the central leg is fed, at a fraction of its rated voltage, keeping all other windings open but 
the secondary winding on both the left and right legs, which are now short-circuited. Thus 
the flux required in the central leg must close through a mostly non-ferromagnetic path 
surrounding the winding. The deepest change in the magnetic circuit is the change of 
ferromagnetic to non-ferromagnetic material on most of its length and the magnetic circuit 
reluctance drastically increases. 
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Fig. 22.3. Series Magnetic Circuit 
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Fig. 22.4. Open Magnetic Circuit. 

22.3.2. SLM Enhanced Instrumentation 

The classic volt- and ammeter provided very interesting feedback on the magnetic circuit 
performance but that information can be clearly improved to enhance the student 
recognition of the basic phenomena taking place during the tests. Thus, instead of working 
with rms voltage and current sensors it was decided to substitute them by wide bandwidth 
voltage sensors and, additionally, to simplify the measurements, to include direct voltage 
measurement or the three primary windings. 
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The voltage sensor selected is a differential grounded voltage divider, which provides 
easily adjustable attenuation, very good bandwidth including DC voltages if required, and 
low common voltage suitable for a DAQ card differential analog input. Isolation is not 
required due to the use of low voltage mains and to the grounded divider configuration. 
The current sensor selected is a closed loop, compact, multirange Hall effect current 
transducer (LEM LTS 6 NP) which provides very good bandwidth, easy integration, 3 kV 
voltage isolation, and low common mode output while requiring single unipolar voltage 
supply. 

Finally, as can be appreciated from Figs. 22.1 to 22.4, the flux distribution in the three 
core legs changes considerably for the four configurations being tested. This flux 
distribution can be directly correlated to the respectively fed/induced voltage in each of 
the primary windings, which makes it quite interesting to provide the user with voltage 
readings simultaneously for all primary windings. 

The sensors described are complemented (Fig. 22.5) with a Measurement Computing 
BTH-1208LS DAQ card. This card is selected because it is one of the very few available 
with built in Bluetooth communication and Android support, thus enabling a direct 
integration with Android Apps and, especially, a simple and easily configurable link 
between the DAQ card and the mobile device. 

 

Fig. 22.5. SLM Instrumentation: Voltage and current sensors, DAQ Card  
and Virtual Instrument Android App. 
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The BTH-1208LS has 4/8 differential/single-ended analog inputs with a maximum shared 
sample rate of 47 kS/s, apart from two analog outputs, 8 digital input/outputs and a high-
speed counter input, which can be used in different applications (e.g., reactive power 
compensation, discharge lamp lightning control or frequency converter drive operation, 
no described here [21-25]). The maximum sampling frequency of 47 kS/s is quite enough 
for this application as it requires four channels, one current and three voltages, with a 
suitable resolution to depict up to harmonic 19 at most. Thus an individual sampling 
frequency resulting in 5 samples per period for the highest harmonic, about 5 kS/s, is quite 
enough, which results in an aggregated sampling frequency of 25 kS/s, clearly below the 
DAQ card maximum sampling frequency. 

The DAQ and sensors board are placed inside a rugged plastic case together with a short-
circuit protection, the required power supply and the suitable mains and measurement 
connections (Fig. 22.6). 

 

Fig. 22.6. DAQ and sensors casing with external connections. 

22.4. SLM App User Interface Design 

The SLM App UI design is based on these main objectives:  

a) Provide a clear reading of the test rms voltages and currents; 
b) Complement those readings with the fed voltage and current waveforms and  
c) Also with the comprehensive magnetic cycle of the magnetic circuit; 
d) Facilitate data gathering with in-built report generation and delivery. 
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To this end, the user interface is divided into three main areas: readings, graphs and App 
menu (Fig. 22.7). 

 

Fig. 22.7. SLM App user interface main areas: readings, graphs and App menu. 

The readings area, apart from the rms voltages (three, one in each of the three primary 
windings) and current, includes also the power consumption and the power factor to 
provide the student notions on real magnetic circuits with actual iron losses and their 
importance on electrical machines operation and performance. The rms values are 
calculated as the square root of the current and voltage sample’s squares average. The 
electric power is calculated as the average current and voltage sample’s products and, with 
the apparent power, V·I, is used to calculate de power factor. 

The graphs area is shared between the current and voltage time-waveforms and the 
comprehensive magnetic cycle. The voltage and current time waveforms are a direct trace 
of the sampled voltage and current during one mains period. The voltage and current 
arrays are first rearranged to force a start with a voltage positive zero crossing. This simple 
operation helps readability as it behaves like a mains trigger locking the time-waveforms 
in the horizontal axis. The learning objectives especially related with the time-waveforms 
are the following ones: 



Sensors and Applications in Measuring and Automation Control Systems 

 434

a) Mains connected electrical machines, and, specifically, transformers, operate with 
very closely sinusoidal voltage and flux, no matter how saturated the core is, 

b) Core saturation results in no-load current deformation with asymmetrical bell shaped 
waveforms that account for saturation and iron core losses, and, 

c) Current waveform asymmetry swells the left side of each half period around the 
current maximum, resulting in a leading current component, the iron loss current. 

The comprehensive magnetic cycle is traced as a xy-curve of core average induction vs. 
core average field strength. The average core induction is calculated from the core flux 
using the known core dimensions, while the core flux is obtained through a quarter period 
shift of the winding voltage samples array and using known winding turns and mains 
frequency. On the other hand, the core’s average field strength is calculated from the 
winding current samples array times the winding turns (mmf) and divided by the core 
mid-line length. The learning objectives especially related with the comprehensive 
magnetic cycle are the following ones: 

a) Changes in the magnetic circuit reluctance result in inversely related changes on the 
magnetic cycle average slope, and, 

b) Changes in the magnetic circuit losses result in direct changes on the magnetic cycle 
enclosed area. 

The great advantage, however, in including the comprehensive magnetic cycle graph is to 
provide the student a lasting image that can be easily correlated with basic concepts of 
ferromagnetic materials. This image has the additional benefit of helping the user correlate 
simple changes in the magnetic circuit with directly recognizable features of the graph: 
for example, when the average flux lines length decreases from series-parallel I to series-
parallel II, the user can directly associate that change to a slope increase in the magnetic 
cycle slope. 

 

Fig. 22.8. Circuit Schematic for series-parallel I magnetic circuit in student laboratory notes. 
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Finally, with regard to the App menu, it includes buttons to generate a report in PDF 
format which includes both the readings and the graphs for the actual test being performed 
and also to send by email the reports generated during the laboratory session [26]. This 
actions are complemented with the Bluetooth connection and disconnection buttons 
required to establish or break the link with the DAQ card. The fact that the user does just 
need to press a button to generate a test report with the actual conditions and graphs and 
another to receive in his/her email inbox all the reports for the session experiments means 
that a significant amount of the session allotted time which was traditionally dedicated to 
data collection and processing can be now devoted to analyze test results, elaborate 
correlations, combine observations and prepare conclusions. This, by avoiding tedious 
tasks, adds also to the student motivation. 

The SLM App is available for download in Google Play [27]. From there the students can 
download and install it in their Android mobile devices. One paired with the DAQ card 
by Bluetooth, they can use them to perform the measurements instead of with the tablet-
PCs available in the Laboratory. 

22.5. SLM Tests Guide and Main Results 

The student laboratory work is organized in four consecutive tests that help him correlate 
different changes in the configuration of the magnetic circuit with the observed changes 
in the measured voltages and currents and, especially, with the shape (slope and area) of 
the comprehensive magnetic cycle. The four test to be performed are directly related with 
the four magnetic circuit configurations described in section 22.3.1. 

The student work is guided with the help of easy to follow schematics (Fig. 22.9) of the 
electric circuits required in each test and a check list procedure to perform them.  

 

Fig. 22.9. SLM page on Play Store (Google). 
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In these schematics, a simple color code is used to help distinguish the different 
connections and the changes to be made from one experiment to the next. Attention is also 
drawn to safety measures to avoid voltages or currents above those rated for the equipment 
under test or for the transducers. 

The laboratory notes draw the attention to the changes to be observed between consecutive 
experiments. Thus, from the series-parallel I (Fig. 22.7) to the series-parallel II magnetic 
circuits (Fig. 22.10) the user can notice a reduction of the no load current and also of the 
magnetic losses, along with an increase in the comprehensive magnetic cycle average 
slope. These observations can be readily be associated to the reduction in average length 
of the magnetic flux lines together with an increase in the average available iron cross-
section. 

  

Fig. 22.10. Series-parallel II magnetic circuit test results. 

Then, from the series-parallel II (Fig. 22.10) to the series magnetic circuit (Fig. 22.11) the 
user can notice an increase of the no load current and also of the magnetic losses, along 
with a reduction in the comprehensive magnetic cycle average slope. These observations 
can be readily be associated to the reduction in the average available iron cross-section.  

Finally, from the series magnetic circuit to the open magnetic circuit the user can realize 
that current consumption is quite higher, even for a drastically reduced winding voltage, 
and a very reduced slope in the comprehensive magnetic cycle that has now a very small 
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enclosed area (Fig. 22.11). These observations can be immediately connected to the high 
reluctance magnetic circuit in which magnetic flux lines have been drawn out of the iron 
core. 

 

Fig. 22.11. Series magnetic circuit test results. 

 

Fig. 22.12. Open magnetic circuit test results. 
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22.6. Evaluation 

SLM was used during the Spring 2014 and 2015 semesters by UPV’s GITI and GIE 
students, and had previously been tested with the students of earlier degree programs. 
SLM’s effectiveness was assessed by means of a student survey administered after the 
laboratory. This assessment was conducted only on some of the laboratory sessions, 
because of the significant time required to sit the regular exams and then complete the 
survey and in total 127 students answered the survey. 

The student satisfaction survey had five statements with a five-point scale, from  
1 (completely agree) to 5 (completely disagree): 

 S1. This laboratory was useful for your education on electrical machines; 
 S2. This laboratory helped you to understand concepts and enabled you to apply 

them in the topic being studied; 
 S3. This laboratory increased your motivation towards learning electrical 

machines; 
 S4. This laboratory provided you with useful experience that might be of service 

in your future job; 
 S5. The educational materials used in this laboratory were adequate for the tasks 

to be performed. 

The results of this survey, summarized in Fig. 22.13, show a good level of student 
satisfaction with the laboratory, with responses falling mainly between “completely 
agree” and “agree”. The best scores were for statements S1 (usefulness), S2 (aid to 
understanding and applicability) and S5 (adequacy of the materials), all with over 70 % 
of responses being between “completely agree” and “agree”. 

 

Fig. 22.13. Student satisfaction survey responses to statements S1 to S5. 

22.7. Conclusions 

Blending modern technologies like DAQ boards and mobile devices Apps with traditional 
electrical machines laboratory equipment has been shown to have many advantages. 
Modern test equipment and a set of laboratory tests on electrical machines’ magnetic 
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circuits configuration were developed to exploit these advantages, with the aim of helping 
students visualize complex concepts related with them, achieve a more lasting 
understanding and, thus, a more significant learning of the ideas presented in the magnetic 
circuit lectures. 

The test equipment captures voltage and current waveforms during the no-load operation 
of a transformer fed in different ways to set-up four varied magnetic circuit configurations. 
It then processes and presents the actual measured voltage and current waveforms together 
with the calculated core flux waveform, rms values, power losses and the core magnetic 
cycle on the screen of an Android mobile device. In this way, through a guided set of tests, 
the students can directly link the main properties of the magnetic circuit (average flux 
lines length, iron cross-section, permeability and specific losses) with basic operation 
parameters of the transformer (mainly the no-load current and core losses) and, specially, 
with the time waveforms and the magnetic cycle peculiarities. 

The combination of the guided exercises with the SLM test equipment developed results 
in high levels of student satisfaction with the laboratory work, and thus, improved student 
motivation showing that the main objectives set during the laboratory design were 
achieved. 
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Chapter 23 
Recent Advances in Characterization  
of Sol-gel Based Materials for Sensor 
Applications 

Viviane Dalmoro, Larissa Brentano Capeletti, João Henrique 
Zimnoch dos Santos1 

23.1. Introduction  

The sol-gel technology provides a simple way for the production of chemical sensors with 
desirable properties through efficient incorporation of organic and inorganic compounds 
within a three dimensional network. Sol–gel materials synthesis includes the following 
steps: (i) sol (colloid suspension) preparation, (ii) gelation (sol-gel transition) and (iii) 
aging and drying of gel [1]. The formation of sol-gel material occurs via polymerization 
controlled through of hydrolysis and condensation reactions. To overcome the slow 
kinetics of these reactions commonly acids and bases has been employed as catalysts. The 
textures and morphological properties of sol-gel materials are affected by the catalysts 
employed during the production of the sol-gel materials. More specifically, the size and 
nature of the polycondensate structures in the sol, i.e., the length of linear chains, the 
degree of branching, or its density is determined by ratio of the rate constant of hydrolysis 
and condensation [1]. 

The sol–gel process is a multifaceted process that depends on many parameters, such as 
starting pH solution, the nature of the solvent, the water/precursor ratio, the presence of 
functionalized alkoxysilanes (containing amino, phenyl, methyl, vinyl, mercapto, and 
other organic groups) as well as on processing temperature and drying. Desired properties 
and morphology of sol-gel materials are achieved by tuning these chemical and physical 
parameters. For sensor application a frequently evaluated parameter is the introduction of 
organic groups directly bonded to sol-gel network, affecting the surface polarity, 
wettability, mechanical stability and porosity of resulting material. Additionally, this 
organofunctional groups may be anchored for sequential covalent modification of the 
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sensor or it can participate in the sensing process itself. The surface properties of hybrid 
sol–gel films can substantially influence their analytical performance [2]: Selectivity and 
sensitivity can be modulated by the ratio between hydrophobic/hydrophilic on the sensor 
surface [3]. 

Several remarkable advantages are provided by sol-gel materials (inorganic polymers) if 
compared to organic polymers such as: simpler fabrication process, higher chemical, 
photochemical and thermal stability, compatibility with various sensitive molecules, [4] 
as well as mechanical strength; optical transparency (down to 250 nm). Furthermore, 
synthesis may be conducted under mild conditions. The resulting material has highly 
cross-linked structure in a porous matrix, which enables the immobilization of organic or 
inorganic compounds according to the sensor final designing. 

Several sensors have been developed by sol-gel approach: optical sensors and 
electrochemical sensor for detection of gases, atmospheric agents, neurotransmitters and 
drugs, just to mention a few. Physical chemical properties of sol-gel materials are 
influenced by the synthesis conditions and the characterization of these composts is a 
crucial step on the development of new sensors. Therefore, the interactions of element-
receptor with the sol-gel network has to be clearly understood to allowing the tuning of 
the final performance of sensor (specially, concerning the improvement and specificity in 
the recognition properties) and to develop more simple, more rough, low cost, and with 
fast response (and, if possible with real time detection) devices. 

Table 23.1 depicts the characterization techniques which have been employed for sol-gel 
based sensor recently published.  

Table 23.1. Chemical and physical techniques employed for sol-gel based sensor  
for characterization published in 2015-2017. 

Type of sensor Element-receptor 
Characterization 

techniques 
Refs 

NO2 sensor Zr/CoTa2O6 
FE-SEM, FT-IR, 
XRD, XPS 

[5] 

O2 sensor Ca/ZrO2 SEM, XRD [6] 

Ethanol sensor LaFeO3-δ 
SEM, TEM, XRD, 
XPS 

[7] 

Diethylstilbestrol 
sensor 

AuNPs/MWCNTs-CS composites 
coupling with sol-gel molecularly 
imprinted polymer 

CV, EIS, SEM [8] 

Hydrogen 
peroxide sensor 

APTMS/MTMS/glutaraldehyde/graphite EIS, FT-IR [9] 

Optical 
temperature 
sensor 

Er3+/Y3+-codoped Na0.5Gd0.5MO4 
FE-SEM, TEM, 
XRD 

[10] 

Patulin sensor APTES/TEOS/PVC SEM [11] 
Acetone sensor LaFeO3 FE-SEM, XRD [12] 

Oxygen sensor 
polydimethylsiloxane (PDMS)/MTMS-
TEOS 

FT-IR, UV [13] 



Chapter 23. Recent Advances in Characterization of Sol-gel Based Materials for Sensor Applications 

 443 

Table 23.1 (Continued). Chemical and physical techniques employed for sol-gel based sensor  
for characterization published in 2015-2017. 

Type of sensor Element-receptor 
Characterization 

techniques 
Refs 

pH-responsive 
ZrO2 and HfO2 functionalized porous 
silicon 

SEM, FT-IR [14] 

Papaverine sensor MTMS/TEOS/AuNPs/MWCNTs CV, EIS [15] 

Dopamine sensor 
silica matrix-poly(aniline boronic acid) 
hybrid 

SEM, UV-vis, CV [16] 

HCl and NH3 
Sensing 

TEOS-APTES SEM, UV [17] 

Capsaicin sensor 
graphene-doped sol-gel titania-Nafion 
composite 

CV, EIS, SEM [18] 

Optical humidity 
sensing 

yttria stabilized zirconia 
SEM, TEM, UV–
vis, XRD 

[19] 

Nalbuphine 
hydrochloride 

TEOS 
FT-IR, UV-vis, 
NMR 

[20] 

APTES (3-aminopropyl)triethoxysilane, AuNPs Gold nanoparticles, CV-Cyclic Voltammetry, EIS-
Electrochemical Impedance Spectroscopy, FT-IR Fourier Transform Infrared Spectroscopy, MTMS 
methyltrimethoxysilane, MWCNTs multi-walled carbon nanotubes, NRM  Nuclear Resonance Magnetic 
Spectroscopy, SEM- Scanning Electronic Microscopy, TEM Transmission Electron Microscopy, TEOS 
tetraethylorthosilicate, XRD  X-ray Powder Diffraction, XPS X-ray Photoelectron Spectroscopy 

According to Table 23.1, one can observe that the characterization of the sensors has been 
made with well-established and routine techniques. Most of them are concerned with 
structural (FT-IR, NMR, UV-vis, for instance) or morphological (SEM, TEM, for 
instance) characterization. Other (CV, EIS, for instance) seems to be employed to 
monitoring the sensor performance, which in turn may provide some insights of the sensor 
constitution. Thus, in the following sections, physical and chemical techniques used to 
characterize the sol-gel sensor will be discussed. More specifically this chapter is focused 
on structural (UV–vis, FT-IR and Raman spectroscopies, and electrochemical 
techniques), textural (BET and SAXS) and morphological (SEM, TEM and AFM) 
analysis.  

23.2. Structural Analyses 

23.2.1. UV-vis Spectroscopy 

UV-vis spectroscopy enables the assessment of encapsulated species interactions with the 
sol-gel matrix. This is of paramount importance because the reactivity of the entrapped 
molecules depends mainly on their chemical nature and on the interactions between the 
compounds and the sol-gel matrices. Depending on these interactions, such as electrostatic 
and hydrogen bonds, it is possible to associate band wavelength shift with the interaction 
of chromospheres groups and the matrix. The electronic transitions n→ π* and  π→ π* 
are detected in UV-vis spectroscopy. Two concepts are here involved: blue shift 
(hypsochromic shift) and red shift (bathocromic shift). The former corresponds to higher 
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energy difference between the ground and excited state, due to a lowering of the energy 
of the ground state and an elevation of the energy of the excited state for n→ π*  transitions 
[21]. More specifically, for sensor materials a hypsochromic shift for molecules bearing 
n–π* type transitions is detected with increase in the polarity of the medium because the 
indicator may interact with the silanol groups of silica surface [23]. In the case of red shift, 
the energy difference between the ground and excited state is decreased. This occurs due 
to a ground state energy increment and excited state energy reduced for n→ π* transitions 
[21]. The former is detected by a band shift towards lower wavenumbers, while the second 
one, to higher ones. 

From the detection mode, it is worth mentioning that the solid nature of sensor demands 
to employ techniques other than absorbance/transmittance mode commonly employed in 
solution UV-vis measurements. No transmittance or even scattering properties under UV 
radiation by the solid devices demands the use of alternative modes of detection such as 
diffuse reflectance spectroscopy (DRS) or photoacoustic spectroscopy (PAS). 

Frequently, the maximum band position of encapsulated molecule into sol-gel matrix can 
be influenced by several factors, such as steric effects, medium polarity, hydrogen bond 
and surface acidity. For example, Capeletti et al. using photoacoustic spectroscopy in the 
UV–vis region found that maximum band positions attributed to alizarin red were shifted 
depending on sol-gel route used to encapsulate the pH indicator within silica matrix [22]. 
For all the sol-gel routes (non-hydrolytic, acid catalyzed, basic catalyzed and without 
catalyst hydrolytic), a hypsochromic shift (blue shift) could be detected for alizarin red. 
This behavior can be explained by an enhancement on the polarity of the medium since 
the alizarin red molecules, bearing n–π* type transitions, may interact with the silanol 
groups on silica surface. In addition, pH sensors may electrostatically interact with the 
porous structure of silica and their activity towards the analyte may be reduced, resulting 
in the longer response times [2]. In this sense, the UV-vis analysis can be performed and 
correlated to the analytical response of sensor. 

An apparent pKa, as opposed to a real thermodynamic pKa observed in solutions, is 
typical for encapsulated indicators because the protonation equilibrium is affected by 
heterogeneous microenvironment [23]. The absorption band of bromocresol purple 
encapsulated in silica nanoparticle associated to basic form (λmax = 595 nm) has a blue 
shift of 5 nm compared to bromocresol purple in aqueous buffer [24]. An apparent pKa of 
8.0 was determined for encapsulated indicator, changing with respect to pKa of 
bromocresol purple (pKa = 6.4). The authors explain that hydrophobic microenvironment 
inside the organically modified silica nanoparticles may obstruct the solvation of 
hydrophilic bromocresol purple, mainly due to the negatively charged basic form of pH 
indicator [24]. 

Depending on the organic groups present within the silica network, their interactions with 
element-receptor can induce band shift in UV spectra. For instance, bromocresol green 
immobilized in a sol–gel matrix shows a shift of the both absorption maxima (acid and 
basic form) with increasing (3-glycidyloxypropyl) trimethoxysilane (GPTMS) 
concentration [2]. An increase in the fraction of glycidoxypropyl group in the hybrid film 
results in hypsochromic shift of the absorption maximum of the protonated (neutral) form 
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of the bromocresol green, and bathochromic shift of the deprotonated (anionic) form of 
the bromocresol green. These modifications in UV-vis spectra are consequences of the 
change in polarity of the microenvironment introduced by organofuncionalized sol–gel 
precursor. More specifically, it is arising from solvatochromism, which is resulting from 
different solvation effects on the ground and first excited states of the pH indicator 
molecule. A bathochromic shift of the absorption band is detected if the excited dye 
molecule is better stabilized by solvation than the molecule in its corresponding  
ground-state. 

Besides the effect of the synthesis sol-gel route and the presence of organofunctionalized 
sol-gel precursors, the charge of surfactant may also affect its interactions with indicators 
containing chromophors groups leading to shifts in the electronic spectra. From 
interpretation of UV data, El-Nahhal et al. concluded that the presence of ethanediyl- 
1,2-bis(dimethyldodecylammonium chloride), a cationic surfactant, enhanced the acidity 
of silica silanols since the pKa value of 3.01 was detected for bromothymol blue into 
mesoporous silica containing the surfactant and in absence of surfactant the pKa was  
4.01 [25]. This shift of pKa value to more acid region was explained due to the strong 
electrostatic attraction between the surfactant and anionic species of indicator, delaying 
the protonation of bromothymol blue by silanol groups. Similar results were reported in 
the literature [26], in which cetyl trimethyl ammonium bromide (CTAB), a cationic 
surfactant, interacts with the anionic form of investigated indicators (phenolphthalein, 
phenol red, bromophenol blue and cresol red) generating an ionic pairs. In the absorption 
spectra of the mixed free indicators two absorption bands were detected at 300 nm and 
593 nm and the presence of two isosbestic points at 395 nm and 480 nm. This features 
point out the presence of to two equilibriums, the first one at pH 3–7 (between acid and 
neutral forms of indicators) and the second one at pH 7–12 (between neutral and base 
forms). The calculated value of pKa was 3.75, while for encapsulated indicators into 
silica–titania matrix containing CTAB the pKa was 9.3 and only one isosbestic point was 
detected at 490 nm. The change of pKa to more basic values was related to the anionic 
form of indicators, which involves weak Van der Walls interactions with silica–titania 
species in basic medium. 

For efficient performance of sensors, the sol-gel material has to be produced with suitable 
porosity and permeability to allow the access of the analyte to the sensing centers and to 
prevent the leaching of the sensing molecules from the bulk of the sensor to the solution. 
In this sense, UV measurements has been carried out to monitoring the leaching of pH 
indicator of silica network to aquous solution. For example, Schyrr et al. [27] verified 
using UV assays that the leaching to phosphate buffered saline solution was dependent of 
the type of organofuncionalized silica precursor (methyltriethoxysilane (MTMS) or 
phenyltriethoxysilane (PTES) and ratio between TEOS/organofuncionalized silica 
precursor. 

Another important feature in sensor development deals with the receptor element 
quantification in the sensor. For pH based sensors, in general, the pH indicator leached 
during the preparation of encapsulated systems or the supernatant liquid in the case of 
systems produced by adsorption are submitted to UV-vis analysis. Such measurements 
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may provide indirectly the encapsulated amount of indicator. Nevertheless, the indicator 
has be extracted and solubilizated in a suitable solvent within the limits of linearity of 
Beer’s law (ca. 10-3 to 10-6 M). Converserly, direct methods, especially Diffuse reflectance 
spectroscopy (DRS) in the UV-vis region, prevent the analyte loss or incomplete 
extraction, and constitute a potential relevant approach to quantify the amount of pH 
indicator encapsulated or grafted in the sensors. Thus, our group employed UV-vis DRS 
spectroscopy to quantify the acid–base indicators: Alizarin red, brilliant yellow and 
acridine encapsulated within silica based sensors produced from TEOS 
hydrolysis/condensation. Calibration curves for each system (indicator/silica produced by 
each sol–gel route) were built from a series of synthetic standards prepared using 
commercial silica to which different amounts of indicator were quantitatively added. It 
was obtained good linear correlations [28] for the three investigated systems. However, 
when the sensors were measured, inconsistent values were detected. In reflectance 
spectroscopy, the particle size and morphology may influence the optical signal. Thus, a 
second approach was used based on standard addition calibration method to eliminate the 
matrix effects. Increasing amounts of the pH indicator were added to the sensor prepared 
by acid catalyzed, base catalyzed and non-hydrolytic routes generating calibration curves 
with good linear correlation [28]. 

23.2.2. Fourier-Transform Infrared and Raman Vibrational Spectroscopies 

Fourier Transform Infrared Spectroscopy (FTIR) and Raman Spectroscopy are powerful 
and complementary techniques to characterize either the immobilized/encapsulated 
compounds, as the materials network itself. In terms of the immobilization of compounds 
to serve as receptor elements, these vibrational techniques, especially FTIR, can provide 
information on the functional groups involved in the interaction between matrix and the 
encapsulated molecules. This type of information can be a key point in sensors 
development, since often it is necessary a specific site available for analyte detection. If 
this site is compromised with the matrix-receptor element interaction, the sensor 
functionality can be hindered loosing sensibility and/or increasing response time. FTIR 
can thoroughly provide information about the inorganic network of silica, while Raman 
can describe the organic portion of hybrid materials that are widely employed as sensors 
matrix in order to improve response time and avoid leaching [29-32]. 

In the case of sol-gel prepared silica, typical spectra (Fig. 23.1) use to present the 
following main bands: a broad band at high wavenumber region (3600–3000 cm-1) 
corresponding to ν(O–H) of hydroxyl groups (silanol) from silica network or adsorbed 
water on the surface; and the silica fingerprint region at 1250-700 cm-1 representing the 
network vibrations. The main bands between 1250 and 1000 cm-1 are associated with the 
sequential stretching Si-O mode from the Si-O-Si network. Si-O(H) stretching appears at 
slightly different positions in the IR (950 cm-1) and Raman (ca. 980 cm-1) spectra and 
symmetric mode of the band corresponding to the Si-O-Si vibrations is detected at ca. 795 
cm-1; Si-O- rocking mode is observed at ca. 540 cm-1; and siloxane ring breathing mode 
(with 3 or 4 SiO units) is located at ca. 490 cm-1 [29]. 
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Fig. 23.1. (a) Attenuated total reflectance infrared and (b) Raman spectra of a silica sample 
prepared by sol-gel method [29]. 

In addition to the silica bands, sometimes the immobilized or encapsulated  
receptor element can also be detected, depending on the configuration of employed 
equipment and the compound concentration. Kriltz et al. employed this methodology to 
evaluate a fluorescent pH-sensitive dye named naphthalimide immobilized in sol-gel  
films prepared with tetraethoxysilane, 3-glycidoxypropyltrimethoxysilane and  
N-(3-(trimethoxysilyl)propyl)-ethylendiamine. The dye was covalently attached to the 
films by an ester activation of the dye with 2-succinimido-1,1,3,3-tetramethyluronium 
tetrafluoroborate. To determine the structure of the gel-dye system, FTIR spectra of films, 
both with and without the dye incorporation, were recorded and presented only small 
differences indicated by small shifts, caused by environmental effects. The primary amino 
group of N-(3-(trimethoxysilyl)propyl)-ethylendiamine formed an amide bond with 
release of protons when the dye is attached. The peak at 1578 cm−1 explicitly shows the 
presence of these amino groups, since all possible other peaks for these groups are 
overlapped with other bands. When the dye is added, both the peak at 1578 cm−1 and the 
other possible amino peaks are considerably reduced in intensity in the gel spectra. This 
fact indicates a bonding process of dye with amino groups, but there were also remaining 
primary amino groups. In comparison to the dye free gel the spectrum of the gel with dye 
exhibits small peaks at 1832, 1771, 1737, 1697 and 1650 cm−1, which are considerable 
indications to the amide bonding of the dye to the gel film. In addition, the introduction 
of the dye into the gel results in carbonyl groups introduction to the system, detectable by 
C-O stretching vibrations at 1850–1650 cm−1 [33]. Mostly, silica network peaks dominates 
the vibrational spectra hindering the encapsulated compounds identification [34]. In 
addition, it is well documented that entrapped molecules fit themselves in the silica glass 
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pores and did not make bonds with the network molecules. Therefore, spectra from bare 
and doped materials closely resemble each other [35]. Another possibility is to explore 
the interaction between the silica-based sensor and analyte, comparing spectra before and 
after contact with it. In some cases, this approach enables to elucidate binding sites and 
complexes formation involved in the detection process [36]. 

FTIR can be also employed to investigate the silica structure through the network 
vibrations mainly represented by (Si-O)-Si stretching mode appearing as the broad and 
dominating band in the region of 1000-1200 cm-1. This band is represented by the 
longitudinal (LO) and transversal optical (TO) vibrational modes of four- and six-
membered siloxane rings resulting in four different components. This LO/TO splitting is 
originated by long-range Coulomb interactions and the presence of the organic groups 
may interfere this phenomenon shifting the peak maximum wavelength of each 
component [37]. The shifts to lower wavenumbers are normally related to the network 
deformation in order to accommodate the organic groups within the inorganic silica matrix 
resulting in larger siloxane rings (six-membered) and greater Si-O-Si angles and longer 
Si-O bond lengths. LO and TO mode shifts occur mainly near the surface of the material, 
which can be better detected employing Attenuated Total Reflectance (ATR) detection 
mode for FTIR spectroscopy. The organic groups presence creates heterogeneous regions 
that may introduce local deformations in the network resulting in differences observed for 
Si-O bond lengths and Si-O-Si angles for hybrid materials [29]. In research performed by 
our group, the encapsulation of the indicators alizarin red, acridine and brilliant yellow 
using different sol-gel routes was investigated by this FTIR methodology. The different 
component modes contributions were obtained by deconvolution of the Si-O-Si stretching 
peak. The results for four-membered and six-membered siloxane rings showed an 
important correlation with the indicator content showing that higher percentage of the 
larger rings is also formed to accommodate entrapped organic molecules, similarly to the 
hybrid materials. These results may be important to evaluate interactions between the 
analyte and matrix and how it reflects in the response time as function of the silica network 
structure. Usually, matrices with high surface areas may facilitate analyte permeation 
through the network affording shorter response times, thereby improving the sensor 
performance. In this study, no relationship between the larger six-membered siloxane 
rings percentage and the sensor response time was found, indicating the analyte 
penetration through the silica matrix did not seem to be determined by the dimension of 
the rings. This observation may indicate that the analyte can access receptor elements 
through the spaces external to the siloxane rings and not through the siloxane rings 
themselves [38].  

23.2.3. Electrochemical Techniques 

A key point on the development of electrochemical sensors based in sol-gel materials is 
the mass transport properties inside pores of material which is directly related to 
electrochemical behavior. Moreover, the electrochemical response is also limited by 
charge-transfer properties at the electrode–film interface. The investigations of these 
properties can be performed by electrochemical techniques such as cyclic voltammetry 
(CV) and electrochemical impedance spectroscopy (EIS). 
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For electrochemical sensor the modification of electrode surface with silica films or silica 
films containing additives constitute an approach to improve the electrochemical signal 
of redox process. The first advantage of this process is the increase of active area and, 
consequently, increase of the current associated to electrochemical process. This 
phenomenon occurs due to the highest interfacial area or void fraction in sol-gel if 
compared to non-modified electrode surface [39]. To quantity the effect of surface 
modification on electrode, cyclic voltammetry has been used. For instance, Taei et al. 
verified, using K3Fe(CN)6 as an electrochemical probe, that electrode area for carbon paste 
electrode (CPE) modified with multi-walled carbon nanotubes (MWCNTs/CPE) and CPE 
electrode coated with MWCNTs modified with ZnCrFeO4 magnetic nanoparticles 
synthesized via a sol–gel (MWCNTs/ZnCrFeO4/CPE) are 4.9 and 6.2 times, respectively, 
higher than that for the CPE electrode prior to modification [40]. The specific role of 
additives into sol-gel matrix is linked to augmentation of conductivity. In this way, 
materials such as gold nanoparticles, carbon nanotubes, conductive polymer have been 
evaluated, which in turn of accelerated the electron transfer reaction at the electrode 
analyzed by EIS. 

Cyclic voltammetry is a very interesting technique, allowing infers both mass transport 
and charge-transfer properties. Cyclic voltammetry can be performed in the presence of a 
variety of redox probes characterized by different charge and size: I−, Fe(CN)6

3−, 
ferrocenemethanol (FcMeOH), Ru(bpy)3

2+,  which are expected to cross the sol-gel film 
before being detected on the electrode surface. Thus it is possible to characterize the 
permeability of these films [41]. In their recent study, Gholivand et al. analyzed the Fe–
Cu/TiO2–CPE electrode by cyclic voltammetry and observed the same anodic and 
cathodic peaks with enhancement in peaks current and shift of the peak potential towards 
less positive potentials [42]. Moreover, they demonstrated that the modification not only 
favors the electron transfer kinetic, but also favors higher sensitivity for metformin 
monitoring. These results were explained by presence of copper oxide in the modifier, 
improving the possibility of adsorption of the metformin at the electrode surface. It should 
be remarked that apparent diffusion coefficient of redox species within the sol-gel matrix 
can be derived by voltammetric assays with sol-gel modified electrode. It was verified 
that not only average pore size, but also structure and pore interconnections, are likely to 
influence mass transport in sol-gel films [41]. 

Silica surface is covered by silanol groups, which may affect the charge of its surface 
depending on the pH. In acid solution, which pH is lower than the isoelectric point of 
silica, the surface is deprotonated and this negatively charged surface influence the 
electrochemical response. One consequence is that the positively-charged Ru(bpy)3

2+ 
species can be adsorbed and/or accumulated by electrostatic forces on these surfaces 
before being electrochemically detected [41]. The second consequence is that diffusion of 
anionic compounds such as Fe(CN)6

3− becomes very limited, leading to low intensity 
signal, which can be justified by electrostatic repulsion between films and electrochemical 
species, imparting low current or not detection [41]. Thus, using cyclic voltammetry 
analysis associated to a technique for determination of surface charge of sol-gel based 
electrode it is possible to understand the role of surface charge on the detected 
electrochemical signal (current of redox process) and optimize the surface properties to 
improve the sensor performance. 
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Complementary information to CV assays can be obtained by Electrochemical Impedance 
Spectroscopy (EIS). This technique is a powerful tool for understanding the interfacial 
properties of surface modified electrodes and the electron-transfer resistance at the 
electrode surface. The impedance spectrum, more specifically the Nyquist plots, 
comprise: (i) a semicircle portion at high frequencies, corresponding to the electron 
transfer limiting process, which time constant concerns the electron charge transfer 
resistance (Rct) and double layer capacitance, and (ii) a tail at low frequencies, resulting 
from the diffusion limiting step of the electrochemical process. For instance, impedance 
spectra were taken in a phosphate buffer solution (pH 9.0) containing 5.0 × 10-3 mol L-1 
[Fe(CN)6]3-/4- of the unmodified and modified electrodes [43]. Well-defined semicircle 
was detected for the CPE electrode with electron transfer resistance equal to 10.5 kΩ and 
for modified electrode manganese titanate nanoceramics synthesized by the sol-gel 
method the charge transfer resistance was reduced to 3.9 kΩ. This behavior is explained 
by conductive layer formation on the surface electrode decreases the charge transfer 
resistance and accelerates the electron transfer at the surface of the modified electrode. 
Therefore, EIS analyses allows monitoring if the electrode modification favours the 
desired electrochemical process, i.e., decreases the Rct and increase the electron transfer 
rate at the electrode surface. 

An important application of electrochemical techniques is the monitoring of adsorption 
process on electrode surface. Li et al. al carried out cyclic voltammetry assays and 
correlates the current detected for dopamine oxidation with adsorbing capacity [16]. After 
set the data with Langmuir isotherm and it was found a Langmuirian binding process with 
association constant equal to 2.9 x10-4 mol-1 L, indicating higher affinity of modified 
electrode towards dopamine in comparison to previous studies. More adsorptive 
molecules on the surface electrode could provide higher sensibility for sensor. 

Another relevant application of electrochemical analysis consists on checking if the 
template molecule is extracted from molecularly imprinted sensors. These sensors may be 
produced based on covalent or non-covalent interactions between template molecule and 
functional sol-gel network progressively formed by condensation reactions and organized 
around the template. Subsequently, removal of the template can induce the formation of 
imprinted cavities that are complementary in size and shape to the target analyte (original 
template) [16], being applied as recognition elements in sensors. Several sol-gel processes 
for molecules imprinted sensor production have been reported. To overcome drawbacks 
such as low binding capacity, resulting in slow binding kinetics and long analysis time, 
organic modified silica precursor has been employed, allowing the improvement of the 
coordination of the molecule with the silica network. For example, the amino group of 
APTES (3-aminopropyl triethoxysilane) and the benzene ring of PTMS 
(phenyltrimethoxysilane) can provide recognition sites through hydrogen bonds and  
“π–π stacking” interaction with the template molecule (2-nonylphenol) [44]. Another 
drawback of moleculary imprinted sensor is a very weak electronic signal. The insertion 
of conducting polymers, gold nanoparticles and carbon nanotubes within silica result in a 
hybrid material with both electrical conductivity [8] and electrochemical activity and can 
offer new bond sites, which in turn may improve the imprinting efficiency of these 
sensors. EIS and CV analysis have been employed to verify the increase of conductivity 
of modified electrodes. 
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Cyclic voltammetry and Electrochemical Impedance Spectroscopy were carried out to 
characterize the imprinted sensor in the presence of electrochemical probe 
[Fe(CN)6]3−/[Fe(CN)6]4−. Generally, the silica film or a hybrid films composed by organic 
polymer and silica are coated on the surface electrode. When the template molecules 
remain incorporated within the matrix network, the permeation of ferricyanide from the 
solution to the electrode surface is hardship. Thus, the electron transfer was blocked. After 
template removal, the response obtained as current is higher than before molecule 
extraction of the template, evidencing that the small ions [Fe(CN)6]3−/[Fe(CN)6]4− can 
penetrate in the silica network, access the electrode surface and suffer the electrochemical 
reaction. This could be explained since removal of the template leave some imprinted 
cavities for ferricyanide to arrive at the electrode surface more easily. After the imprinted 
molecular sensor has been incubated in template solution for certain time, and submitted 
to voltammetry analysis, the electrochemical current due to electron transfer of the redox 
probe ([Fe(CN)6]3−/[Fe(CN)6]4−) is reduced, revealing that some cavities were recombined 
with template molecules. 

Zhang et al. observed a decrease of 99 % in the reduction peak current for the imprinted 
sensor compared to sol-gel multiwalled carbon nanotube (MWNT)–Nafion (NF) 
composite film immobilized on the glassy carbon electrode (MWNT–NF/GCE), because 
of difficulty for K3Fe(CN)6 to penetrate on sol–gel film and achieve electrode surface for 
electron transfer [44]. Nevertheless, a significant increasing (858 %) in the cathodic 
current was detected after removing 2-nonylphenol from the imprinted molecular sensor. 
After immersion in 60 mol L−1 2-nonylphenol solution for 6 min, it occurs a decrease of 
28 % in reduction peak current in comparison to the imprinted molecular sensor after 
extraction of 2-nonylphenol, suggesting that the target molecules (2-nonylphenol) could 
rebind up and to hinder the electrochemical probe to achieve at the electrode surface. 

In this sense, EIS has been also employed to investigate the features of the surface 
modified electrode, in order to characterize the stepwise construction process of the 
sensor. In the EIS spectra, as mentioned before, the semicircle diameter at higher 
frequencies is associated to the charge-transfer resistance, and at lower frequencies the 
tail is related to mass transfer control process. After electropolymerization polymer 
composed from polypyrrole, sol-gel, gold nanoparticles, the resistance of the charge-
transfer decreased compared to bare pencil graphite electrode (PGE), indicating that gold 
nanoparticles and polypyrrole layer had good electric conducting properties and could 
increase the electron transfer rate. Nevertheless, when the molecule template was present 
on modified film, the charge-transfer resistance was large. This suggests that the compact 
imprinted film acts as a non-conductive film, i.e, a barrier for the electron transfer. After 
removing the template, a small charge-transfer resistance is detected, because the formed 
cavities on sol-gel film could render easier the permeation of the electrochemical probe 
through the film [45]. 

The electrochemical techniques may be the great value in characterization of sol-gel pH 
sensor. As the production of porous silica can be conducted at low temperature, organic 
chromophores are incorporated without losing their electrochemical and chromophore 
properties. Capeletti et al. using electrochemical techniques concluded that the 
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interactions of alizarin red, a pH indicator, with the silica network generated through its 
encapsulation via four sol–gel routes was dependent on the employed sol-gel route [22]. 
By differential pulse voltammetry (DPV) analysis, they found that the oxidation peak of 
encapsulated alizarin via acid route and hydrolytic sol–gel route without catalyst was 
dependent on the pH. This behavior pointed out a process that implicates two electrons 
and one proton, suggesting that alizarin red interacts with silica through the hydroxyl 
groups. For hydrolytic base-catalyzed route, the electrochemical behavior was different 
from those concerning the sensor prepared by acid route, these results were related to 
different of silica–dye interactions and/or formation of higher number of products during 
the chemical or electrochemical reactions. Based on the decreasing reduction peak 
intensity for alizarin in the non-hydrolytic route compared to acid route, it was suggested 
the consumption of alizarin red in its quinone form during the process. In sum, the nature 
of the encapsulating route may influence the behavior of the resulting sensor. 

23.3. Textural Analyses 

In the case of sensors, the solid phase materials should ideally present characteristics as 
large surface area, interconnected pores and an open framework. Nitrogen porosimetry 
and small angle X-ray scattering (SAXS) are techniques to evaluate these textural 
properties in terms of porosity and hierarchical organization, respectively. High porosity 
is an important feature for sensors, especially because the need of analyte molecules 
detection. An increase in the surface area also means larger active surfaces, improving 
recognition properties since more reactive groups are present as a result of the reactivity 
increase, which helps to reach high sensitivities. Silica gel materials and/or organically 
functionalized silica present the advantage of high surface areas (S > 200 m2 g−1) and also 
increased pore volume (Vp > 0.2 cm3 g−1). However, as a result of the nowadays effort to 
achieve better performance, even higher values can be obtained [46]. The evaluation of 
these parameters includes the usage of Brunauer-Emmet-Teller (BET) and Barrett-Joyner-
Halenda (BJH) equations usually on nitrogen adsorption/desorption data to evaluate some 
materials physical properties as the specific surface area, pore volume, pore diameter and 
pore size distribution. In addition, the pore type can be determined from the profile of the 
hysteresis originated by the adsorption and desorption isotherms [36]. 

The porosity characteristics can be affected by several parameters of the sol-gel based 
materials preparation. The encapsulated materials use to immobilize inside the matrix 
pores reducing the total surface area. In the same way, the addition of organic groups via 
organosilane condensation can also reduce the porosity if these groups fill or block the 
silica pores. To evaluate this second hypothesis, Afshani et al. prepared a nanoporous 
silica-based optical sensor for detection of Fe3+, Al3+ and CN- in water. Using SBA-15 
functionalized with aminopropyl groups, they could prove the uniform mesopores 
characteristic of such material from the H1 hysteresis type and also that pores remained 
open and accessible for further applications. Nevertheless, the SBA-15 channel walls 
functionalization with the organic groups has decreased surface area and pores diameter 
and volume [36]. Similar behavior was found by Qian et al., where SBA was 
functionalized with 4,4′-diaminodiphenyl sulfone to detect toluene [47]. On the other 
hand, the encapsulation of receptor elements can also influence the porosity properties as 
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mentioned before. Dudas et al. report the preparation of hybrid silica-porphyrin materials 
that can be employed as pH fluorescence sensors. The matrix presents tailored pore sizes 
and they evaluated the influence of porphyrin addition over them, reporting that in all 
cases of the compound addition, surface area has decreased in comparison to the control 
samples without it highlighting the entrapment inside silica network. They also evaluated 
the silane precursors and the usage of an ionic liquid as additive in the textural properties. 
The larger pore sizes were obtained for samples prepared with TEOS and larger pore 
diameters were obtained in the ionic liquid presence, indicating a decrease of gel 
contraction process during synthesis in this case. When a mixture of different precursors 
was employed, the pore size was decreased and the authors attribute this behavior to the 
steric effect originated by the voluminous isobuthyl groups which limits the silica network 
increasing [48]. 

The textural properties can also be evaluated using SAXS, as mentioned before. This 
technique can provide information about the material fractal structure type indicating size 
and how the primary particles are organized. In terms of chemical sensors, a wide-open 
structure may impart faster mass transport, which is used to be the rate determining step 
[46]. SAXS is also a powerful tool to investigate periodic characteristics in ordered porous 
materials as the well-known and wide used SBAs. In this case, the curve presenting 
diffraction peaks corresponding to the three different spatial position planes indicates the 
hexagonal mesostructure with one-dimensional channels (Fig. 23.2). 

 

Fig. 23.2. SBA hexagonal structure with one-dimensional channels prepared  
from the co-condensation TEOS and 2-cyanoethyltriethoxysilane resulting  

in a cyanide functionalists SBA-15. Adapted from [47]. 

In addition, it is also possible to investigate this mesophase crystallinity evolution 
according to the material functionalization and/or immobilization of a receptor element 
[47]. Usually, a small peak intensity decreasing is observed as a result of pores and walls 
scattering contrast change and also due to the irregular organic groups covering the walls 
on the nanochannels [47, 49]. Yadavi et al. also observed that this behavior is an indication 
of SBA hexagonal structure maintenance, without collapsing pores along the surface 
modifying process. Using SAXS, they could also identify the walls thickness increase 
which is consistent with the organic moieties grafting in the silica porous walls [49]. When 
comparing SAXS and nitrogen porosimetry techniques, it is possible to obtain some 
results discrepancy. The nitrogen physisorption better describes the microporous 
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characteristics and also mesoporous with less efficiency. However, it does not afford solid 
evidence for high mesoscopic empty pores. In fact, the functionalization process can 
hinder the nitrogen access to the mesopores, restricting thereby the mesoporosity 
measurement. At the same time, as the inorganic wall-to-wall distance is constant and the 
inorganic atoms have higher electronic contrast, these pores can be complementary 
determined using SAXS. [50]. 

For xerogel silica that presents non-ordered structure, this technique can also help to 
discover the network organization. Using the unified model equation to fit SAXS curves 
it is possible to obtain information about primary particles and aggregates size and also 
about the hierarchical organization regarding the fractal structure of the material [51, 52]. 
By using this model, the scattering curve can be adjusted using either one or more 
consecutive hierarchical levels. Each of these levels uses to be constituted by a shoulder-
type Guinier region that gives details of the radius of gyration (Rg) and/or a linear Power-
law decay which provides information about the material organization (α). Examples of 
SAXS curves for xerogel sensors prepared by sol-gel method and their respective unified 
fit modeling are shown in Fig. 23.3 [53]. 

 

Fig. 23.3. SAXS plots of xerogel sensors prepared by different sol-gel routes  
and their respective unified fit modeling [53]. 

From the curves in Fig. 23.3 it is possible to observe the scattering profile differences 
originated by the use of different sol-gel routes. All the samples prepared by acidic 
catalyzed hydrolytic routes presented two levels at the measured q range, indicating the 
primary particles presence and its aggregation in a bigger structure, while non-hydrolytic 
route presented only one level. At low-q, the typical shoulder corresponding to Guinier 
region was not identified for any sample demonstrating the primary particles form 
aggregates with sizes larger than 100 nm. However, from this region it is possible to 
observe the power-law decay (green lines) with α slopes varying from 3.7 to 4.0. These 
values are characteristic of surface fractals that are represented by dense aggregates 
varying from completely rough surface (α = 3) to smooth surfaces (α = 4). For basic 
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catalyzed route, which usually result in spherical particles precipitation, it was possible to 
observe a roughness increase when the element receptor was added to the material. On 
the other hand, for acidic catalyzed and non-hydrolytic routes, which form gels that 
usually present α values between 1.8 and 2.5, surface fractals was also observed indicating 
that the drying process resulted in the formation of surfaces that dominate the scattering 
curve. This effect was especially prominent for non-hydrolytic route, where this scattering 
intensity may hinder the smaller structure detection. 

At high-q (blue line) the Guinier region is well defined allowing to obtain the elementary 
silica particles Rg determination. In addition, a power-law decay followed the Guinier 
region, presenting α = 4, which indicates that all systems have smooth surfaces for this 
structural level. For the acidic route it was possible to observe an increase of the primary 
particles size with the encapsulated molecule (receptor element) molecular size [53]. 
SAXS curves can also provide surface/volume (S/V) ratio estimation and for this case it 
was observed an S/V decrease after encapsulation procedure. It is speculated that the ratio 
decrease is a result of the pores filling by the encapsulated molecules that usually lodge 
themselves inside the pores [38]. 

23.4. Morphological Analysis  

Particles and fibers morphology and also films aspect are wide studied characteristics for 
sol-gel based sensors. Microscopy techniques as scanning electronic microscopy (SEM), 
transmission electronic microscopy (TEM) and atomic force microscopy (AFM) are 
extensive applied for this purpose. Characteristics like particle size and shape, aspect ratio, 
pores, aggregates and also surface topographies, roughness, and defects of thin films are 
the most studied ones for sensor applications. 

In the case of films, the uniformity with improved optical quality is very important. This 
characteristic is mostly dependent on the sol stage stability and can be evaluated by 
microscopy techniques. Islam et al. prepared mesoporous silica-titania hybrid 
nanoparticles for pH sensing as optochemical sensor that were fully characterized by 
SEM, TEM, AFM and optical microscopies after deposition by spin coating in a quartz 
substrate. They found well distribution of titania particles in silica particles, however 
without the CTAB surfactant, agglomerates were observed as a result of the adsorbed 
water molecules and hydroxyls ions on hybrid films surface. When CTAB is added, the 
particles were found dispersed on the film, since the surfactant adsorption can increase 
the interaction forces between the particles, preventing the formation of film defects and 
cracks. After heat treatment for CTAB removal, observed large nanoparticles and pores 
might also help particles dispersion, which is desirable for sensing application. In addition, 
it is possible to observe nanometric pores that can contribute for a decrease in film 
refractive index affording better anti-reflectance properties. Using the microscopy 
techniques, it was also demonstrated that using appropriate aging procedure, films free of 
cracks could be obtained. TEM images also demonstrate this behavior, showing smooth 
surfaces and well-dispersed nanoparticles that after surfactant evaporation results pores 
and new agglomerates formation which is responsible for the surface roughness. Together, 
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all these aspects would contribute for the optical characteristics and application of thin 
films [54]. 

Other materials morphologies are also employed as sensors and can be characterized by 
these techniques. In the case of nanofiber sensors, the aspect ratio (length/diameter) is 
important for the performance, since conductivity is directly related to the nanofibers 
diameter as demonstrated by Hussain et al [55] and therefore SEM characterization is 
mandatory. On the other hand, particulated materials as the mesoporous cellular foams 
(MCF) prepared by Xue et al. as an electrochemical sensor for capsaicin also need 
microscopic description. This material is similar to an aerogel: Three-dimensional, 
continuous and ultralarge-pore structure generated by the incorporation of swelling 
agents. These characteristics usually impinge much higher catalytic activity as a result of 
fast mass transfer kinetics and good accessibility, enabling to use the sensor also for large 
molecules. The SEM and TEM techniques could be performed to investigate these 
properties in terms of morphology and pores as shown in Fig. 23.4. The first one shows 
the MCFs morphology and their immobilization over carbon paste electrodes, while in 
TEM images it is possible to observe the honeycomb-like structure with interconnected 
and ultra-large pores, indicating MCFs as a promising material with high accessible active 
areas that can lead to increased analyte adsorption in the sample [56]. 

 

Fig. 23.4. SEM images of bare carbon paste electrode (a), mesoporous cellular foams/carbon 
paste electrode (b) mesoporous cellular foams (c) and TEM image of mesoporous cellular  

foams (d) [56]. 

23.5. Final Remarks 

Sol-gel based materials are very flexible, versatile and can be used to suit different types 
of necessities depending on the application. The same trend is established for sensors and 
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to achieve their best performance. The characterization techniques are key strategies in 
the development and optimization of such materials. From this point of view, it is 
important to seek for a set of complementary analytical techniques and their correlations 
which may provide direct clues or indirect sights of structural, textural and morphological 
characteristics of the resulting device. In terms of sensors, the structural analysis seems to 
be fundamental in order to keep a good compromise between absence of compounds 
leaching and their activity maintenance. In addition, the textural characterization 
highlights the importance of analyte access for fast sensor response, while the morphology 
characterization techniques helps to investigate the most appropriate design depending on 
the type of sensor. In sum, sol-gel method flexibility and this set of complementary 
techniques allow the preparation of highly tunable sensor materials with specific 
properties for the required purpose. 
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Chapter 24 
Induction Electrostatic Sprays in Agriculture 
Industry 

Murtadha Al-Mamury, Nadarajah Manivannan,  
Hamed Al-Raweshidy and Wamadeva Balachandran1 

24.1. Introduction 

In this book chapter, the work in induction electrostatic sprays in agriculture industry 
agriculture for the last thirty-five years is reviewed. The research and advancements in 
electro-static spray for agriculture have been divided into three periods for this review 
purpose; 1978-88, 1989-2000 and 2001-2015. Furthermore, the literature related to the 
factors those affecting the electro-static spraying are also reviewed and various published 
research in this topic are compared and contrasted in this review. Though electrostatic-
spray has started to become popular in developed countries like USA and Europe for more 
than a decade, it faces many challenges in terms of it efficiency and environmentally 
friendliness. Therefore, electrostatic spray has not successfully used in the large 
agriculture in developing world like Iraq and India. The main purpose of this review is to 
identify the challenges those exists; hence potentially open up more research and 
development to address these challenges. 

In Section 24.2, background to electrostatic spray is presented and in Section 24.3 is 
dedicated to a through literature review of the research work in electro-static spray based 
on three major periods. Conclusions are also given for each period in the Section 24.3. 
The major factors those have an effect on electrostatic spraying efficiency are reviewed 
in Section 24.4. In Section 24.5, the atomization properties of various electro-static spray 
are investigated.  Finally existing challenges in electro-static spray in agriculture industry 
are identified (Section 24.6). Section 24.7 concludes this book chapter. 
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24.2. Background 

In the 1600s, when the phenomenon of electrostatic force was first discovered, the simple 
explanation assigned to it was the attraction forces between two objects having different 
values of electric potential. At that time, there was no notion how to apply it in practical 
applications, so nobody understood its usefulness. In fact, the first attempts at industrial 
applications did not happen for another three hundred years, and these were to do with the 
paint spraying of grounded objects in the 1950s. 

The term electro-spray, when the phenomenon of electrostatic force was discovered, the 
simple explanation assigned to it was still holds for doing so. The first is when the liquid 
becomes atomized by a mechanical or aerodynamic means, and then the droplets are 
charged, a process called Post Atomization Charging (PAC). It is widely used in industrial 
and commercial applications of which crop spraying is one example. The second method 
is when the charged droplets are produced by Electro Hydrodynamics Atomization 
(EHDA). This is caused by (EHD) related instabilities being produced at the surface of 
the liquid by an electric field. EHDA depends on liquid conductivity, which has resulted 
in the division of liquids into three categories: conductive, semi-conductive and insulating 
according to the charge relaxation time (τ) [1]. Atomization will occur based on electrical 
conductivity (ơ) and electrical permittivity (ɛ) of the liquid. The basic definition/attributes 
of the three types of liquids as illustrated in Table 24.1 below. 

Table 24.1. Classification of liquids [2]. 

Physical properties Insulating l.iquid 
Semi-conducting 

liquid 
Conducting 

Conductivity (σ) in 
comparison to metals 

Extremely low Very low Low 

Relaxation time (τ) 
and suitability for 
electro-spray 

Long relaxation time 
Charge carriers take a 
long time to reach the 
surface when an electric 
field is applied. 
Cannot be sprayed by 
induction, due to lack of 
charge carriers. 
Charge injection 
necessary to atomize 
these liquids by EHDA 

Moderate relaxation 
time. 
Relaxation time and 
droplet formation 
times are comparable. 
Stable jet obtained as 
a result of tangential 
stress and surface 
charge induced by the 
(radial) electrostatic 
field. 

Short relaxation time 
Charge relaxation time 
must be shorter than the 
droplet formation time. 
Surface becomes 
equipotential when 
subjected to an electric 
field. 
•Harder to attain EHDA. 
Ideal for charging by 
induction. 

Example liquids 

Corn Oil 
σ = 5×10-11 Sm-1 
τ = 4.5 s 
ɛ = 2.7 

Ethylene glycol 
σ = 1×10-6 Sm-1 
τ = 0.4 ms 
ɛ = 41 

Tap water 
σ = 1×10-2 Sm-1 
τ =21 ns 
ɛ = 80 

 

Electro-spray is defined as the process of simultaneous droplet generation and charging, 
which happens when the electric force is stronger than the surface tension force. It consists 
of charged droplet generation, conveyance of particles to the target object and target 
deposition [3]. Liquid coming out from the nozzle at high pressure is subjected to an 
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electric field, with this pressure causing elongation of the meniscus so as to form a jet 
spindle. This process allows for the generation of fine droplets of charge of magnitude 
close to one-half of the Rayleigh limit, which is the magnitude of charge on droplets that 
overcomes the surface tension force, thereby resulting in their fission [4]. The interactions 
that happen between charges on the surface of the liquid and the applied electric field give 
out two results: the first being the acceleration of the liquid and subsequent disruption into 
droplets, whilst the second is the build-up of the charges on the droplets [1]. 

Agricultural applications began after the success in the industrial field, with the first 
pertaining to the development of pesticide materials in powder form. Subsequently, 
electrostatic techniques were applied to liquid agricultural pesticides and herbicides, 
because there are a number of benefits in using the electrostatic principle in spraying 
technology, which include: good distribution of droplets/particles, more uniform deposits 
on the surfaces of the intended targets as well as low or even no drift. Furthermore, 
pollination and biomaterial in agriculture have delivered satisfactory results through 
electrostatic application. However, the direct application of electrostatic paint spraying 
equipment in orchards is not feasible for three reasons, as explained below [5]. 

1. The object in electrostatic painting to be coated is located relatively close to the paint 
gun (usually < 50 cm), which results in a significant increase in deposition efficiency on 
the object surface due to the high voltage applied to the gun.  However, in orchard spraying 
the object to be coated is often much further away from the sprayer and hence, the 
technique is not effective.   

2. In electrostatic painting, the process takes place in controlled environment with the 
conditions characterized as having minimum outside influences. But in the case of 
agricultural spraying, this takes place under a range of environmental conditions, such as 
temperature, relative humidity, wind velocity, and vibration, which can hinder spraying. 

3. There are different skills requirements between operators working in the two different 
fields. Regarding electrostatic painting, the equipment is usually maintained by a full-time 
technician and the spraying is carried out by a skilled operator. While in the context of 
agriculture, pesticide spraying is only one of a number of operations that a farmer must 
carry out and thus, the equipment must be simple to operate, extremely robust, and 
reliable. 

In general, electrostatic applications have been applied in several domains regardless of 
the percentage of the efficiency of this technique. 

24.3. Classification of the Literature Review into Three-time Periods 

In order to understand the developments that happened in the last quarter of the twentieth 
century regarding electrostatic spray application, this is classified into three stages, 
because each of those identified focuses on distinct aspects of how to advance this 
technology. 
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24.3.1. Literature Between 1978 and 1988 

The first study during this period, conducted by Law, focused on designing an induction 
nozzle for producing fine droplets using a lower voltage when compared to corona 
charging.  The latter method was used at that time in agricultural applications and needed 
voltages of more than 20 kV. The induction nozzle design has good properties and can 
achieve high values in the applications. It provides a compact, cheaply fabricated droplet 
charging method and dependability has been greatly increased by the complete embedding 
of its electrode in order to prevent mechanical damage and personal hazard. The results 
of this early experiment were good as they fitted well with the design constraints imposed. 
The close spacing of the electrode to the droplet formation zone within the charging nozzle 
now permitted greatly reduced design requirements regarding size, output voltage and 
current drain of the power supplies necessary for operating an electrostatic – deposition 
system. It produced sprays of the desired size (such, as 30 to 50, µm volume median 
diameter) and created a 1.6  106 V/m charge-inducing field at the droplet formation zone 
with a corresponding -14 µC/m2 surface charge density on the grounded liquid jet (i.e. a 
free electron surface density of approximately 108/mm2). In addition, it could be used 
with low levels of high voltage supplies ranging from 0.85 to 1.0 kV [6]. 

Field experiments were conducted by Law on four types of plant: cabbage, broccoli, 
cotton and corn. Spherical shaped metal targets were fixed inside the rows of plants in 
order to determine the amount of the deposition on them. Two types of nozzles were used: 
an induction nozzle operated with and without electrostatic charging, and a conventional 
nozzle. The purpose of this study was to determine the increases in the amount of spray 
deposition attributable to electrostatics application and compare these figures with those 
for the conventional one. The results obtained indicated that the charged versus uncharged 
deposition increase ranged from 1.8-fold to 7-fold. However, deposition-limiting 
conditions were encountered with certain plants at charge/mass levels as low as  
-1.6 mC/kg and charged versus conventional deposition benefits for these diverse plants 
ranged from 1.9 fold to 4.4 fold [7]. 

The applied levels of voltage and air pressure are factors influencing pesticide spraying 
efficiency, which were studied by Frost and Law, who wanted to determine their influence 
on nozzle performance. Four voltages were used, 0.5, 1.0, 2.0, and 3.0 kV, and six air 
pressure values ranging between 69 and 414 kN/m2. The results showed that the charge to 
mass ratio increased with both increasing electrode voltage and increasing atomizing air 
pressure. By contrast, the charge to mass ratio decreased with both increasing the liquid 
flow rate and nozzle orifice diameter [8]. The relationship between the charge to mass 
ratio and liquid flow rate with nozzle orifice diameter was found to be inversely 
proportional in a study conducted by Inculetet et al. In this research, electrostatic and 
mechanical sprayers were used in an apple orchard, 8 hectares in area, containing  
2,000 trees. 1000 were allocated for experimenting using electrostatic assisted spraying, 
whilst the rest were assigned for testing with mechanical spraying, and the purpose was 
to compare the efficiency of the two in depositing pesticides. The results obtained 
illustrated that the deposition was markedly improved on the upper canopy of apple trees 
and more uniform distribution within the whole plant when compared with conventional 
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(mechanical) application. In general, the results were classified into different tree parts. 
Regarding the upper canopies of the trees, this region received 85 % more deposition of 
pesticide and approximately the same deposition was found on the lower canopies. 
Moreover, electrostatic assisted spraying yielded better uniform distribution of the 
pesticides within the whole tree. In fact, the total variation in deposition over the whole 
tree was within 3 % for electrostatic spraying as compared with 49 % for mechanical [9]. 

A comparative study between electrostatic induction and conventional spraying was 
conducted by Law and Lane. The first nozzle produced fine droplets of 25 µm size VMD, 
and those for the second ranged in size from 150 to 200 µm. The experimental works was 
carried out in a laboratory, with the purpose being to investigate the effects of point 
presence on the target and the intensity that spray-droplet charging has upon the mass 
transfer of spray liquid by droplet deposition onto the target and the charge transfer to the 
target system as partitioned into point discharge and droplet deposition current. The results 
obtained illustrate that 1) The number of charged droplets onto smooth metal increased 
seven-fold for spherical, and planar targets compared with uncharged spray;  
2) Electrostatic spraying deposition onto a vertical planar target increased 24 fold 
compared with a conventional hydraulic-atomizing nozzle; and 3) Spray deposition onto 
the sides of a vertically oriented planar target was typically at least 80 percent more than 
onto the planar target in its horizontal orientation. Fig. 24.1 shows the trend in the surface 
charge to mass ratio magnitude versus spray cloud current for spherical targets [10]. 

 

Fig. 24.1. The relationship between the charge to mass ratio values versus spray cloud current  
for spherical targets Law and Lane [10]. 

To overcome the major problems with induction charging of spray from a hydraulic nozzle 
and so be able to design a workable system, a study was conducted by Merchant and 
Green. A small flat fan nozzle tip was used and connected to a high voltage supply with a 
range of 0-10 kV. The purpose of this experiment was to investigate how to overcome the 
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major obstacles in induction charging spraying using a hydraulic nozzle and consequently, 
understanding how a workable system could be designed. The results obtained can be 
summarized as follows: The maximum charge to mass ratio achieved was 2 mC/kg at a 
nozzle voltage of 9 kV. Charging increased the uniformity of deposit on cylindrical 
artificial targets by providing underside deposits and increasing those on the sides of the 
targets. In addition, charging increased the total deposit on the artificial targets by a factor 
of 1.6 to 2.8 at a nozzle speed of 2m/s and an operating voltage of 6 kV. Also, the droplet 
sizes exhibited differences between the charged and uncharged systems. Regarding which, 
it can be seen that the volume contained in drops above 250 µm diameter is less in the 
charged case (an average of 1.5 % of the total) than in the uncharged case (an average of 
7.2 % of the total). Fig. 24.2 shows the distribution of spray volume by drop diameter 
[11]. 

 

Fig. 24.2. Distribution of spray volume by drop diameter: uncharged spray (top); and charged 
spray (bottom). Solid lines represent mean values, whilst broken lines show the maximum and 

minimum values measured Merchant and Green [11]. 

Image and space charge forces play a very important role in enhancing the deposition of 
liquid on the target. The former is limited to when the droplet is a negligible distance from 
the target while the latter relates to driving the charged droplets over greater distances 
within the plant canopy. These two forces become evident when the electrostatic forces 
predominate over mechanical forces like drag and gravity. Several experiments were 
conducted in the field and laboratories in order to measure both of these values. One of 
these is a study carried out on orchard trees conducted by Castle and Inculet using an 
electrostatic spray system developed at the University of Western Ontario. It uses a 
number of air shear nozzles which, when exposed to air velocities in the order of  
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300 km/h, atomize the liquid pesticides into a very dense fine spray (MMD of 80 µm). 
The electrode is embedded flush with the surface and is energised from an 18-kV high-
voltage power supply connected to a tractor's battery. The main purpose of this study was 
to present a way of applying electric space charge theory to liquid droplets and to show 
some experimental results that demonstrated improved deposition.  The results obtained 
are summarized below [5]. 

1) Image forces have a negligible effect on pesticide deposition;  

2) Since the drag force predominates in high-velocity regions, the space charge forces will 
have a negligible effect and hence, the mechanical depositions will predominate; 

3) When the space charge forces are larger than both the gravitational and drag forces, 
enhanced deposition should be expected due to electrostatic forces; 

4) There is no significant effect between the electrostatic and mechanical forces on the 
deposition on the lower parts of the tree. Electrostatic forces provide more than 85 % of 
pesticides deposition on the upper part of the plant compared to the condition when no 
electrostatic forces are applied; 

5) Space charge improves the uniformity of deposition on the tree. For example, the ratio 
of residue in the upper and lower part of the plant is 0.95 with charging while the same 
ratio without charging is 0.51; 

6). Space charge law effectiveness was observed in several field testing’s and, in general, 
there is agreement between the analytical results and experimental deposition. Table 24.2 
shown below provides the results of the above experiments. 

Table 24.2. Force ratios for particle diameters 50 several field testing’s and, in general, there is 
agreement between the analytical Castle and Inculet [5]. 

Electrostatic Forces Droplet Diameter 
(µm) 

Position  A Position B 

Fe / Fg Fe/ Fd Fe / Fg Fe / Fd 

Image force 50 0.15 0.0001 0.15 0.01 

100 0.3 0.001 0.3 0.1 

Space charge force 50 6 0.006 60 5.5 

100 3 0.01 30 11 

Space charge induction 
force 

50 12 0.012 120 11 

100 6 0.01 60 22 

 

The meanings of Fe, Fg and Ed are Electrostatic force, Gravitational force and Drag force, 
respectively. 
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The nozzle designed by Law in 1978 was used and tested again by Law in two places. The 
first was in a field cultivated with crops and vegetation, including, crop rows, planar turf 
grass type crops and orchard trees. The other one was executed in a laboratory on different 
metallic shaped targets, including spherical and planar forms, with vertical and horizontal 
orientations. The aim was to provide an overview of research and development efforts 
directed towards the incorporation of electrostatic forces for increasing mass transfer 
efficiency of the basic droplet-deposition process inherent in the application of 
agricultural pesticides to living plant systems. The results obtained from this study 
indicated that the deposition efficiency of an induction nozzle increased from  
two to seven-fold for the various models and biological targets, as compared to similar 
uncharged sprays and conventionally applied ones. Table 24.3 below indicates the 
superiority of induction charged spraying over the conventional one in terms of deposition 
efficiency [3]. 

Table 24.3. Relative increases in spray deposition onto various agronomic plants  
and model targets as a result of electrostatic spray application Law [3]. 

Type Target 
Application Comparison 

Charged Versus Uncharged Charged Versus Conventional 

Cabbage heads 7.0** 2.9 

Broccoli plant 1.8** 1.9** 

Cotton plants 2.5** N/A 

Corn plants 2.0** 4.4** 

Smooth metal sphere 7.0** 7.8** 

Metal sphere with point 3.5** 3.5** 

Horizontal metal plate 2.5** 1.6** 

Vertical metal plate 3.0** 24.0** 

**Significant difference (p < 0.01) 
 

On a grass strip in a field, the induction charging nozzle type ConJet Boom and a 
conventional one were used in experiments conducted in a study by Inculet et al. This had 
two aims: 1- finding a sufficiently large charge to mass ratio to develop the necessary 
electrical attraction forces; 2 - atomization of the liquid into small enough particles for the 
electrostatic force to be effective, yet large enough for the droplets not to evaporate or be 
easily entrained by winds. The results demonstrated that the induction charging nozzle 
improved coverage of the vegetation (up to 40 % increase over conventional mechanical 
spraying using the same mechanical sprayer without charging the droplets). The 
development and experimental work carried out in this project showed that with relatively 
simple modifications to a standard unrefined crop sprayer a substantial increase in the 
efficiency of deposition can be achieved and hence, reduce environmental drift [12]. 
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In an experimental work on the barley plant, three types of nozzles that formed different 
droplet sizes were used by Lake and Marchant. The variables investigated were nozzle 
size, nozzle height, charge and wind speed. In addition to these, vertical and horizontal 
targets were distributed within the plant rows. The purpose of this study was to measure 
the effect of charged spray from a hydraulic nozzle on deposition on targets between the 
rows of the plant. The results obtained indicated that the charging increased the deposition 
on the vertical targets and tended to decrease it on horizontal ones. In the wind, the upper 
surface of the horizontal target showed no effect of electrostatic charging on spray 
deposits. The wind tended to increase the deposits from uncharged spray on the vertical 
target, whilst decreasing those from charged spray. Additionally, the model developed 
was used to explain some of the unexplained effects, for example, those related to nozzle 
orifice size and wind. Fig. 24.3 shows the relationship between the deposition on the target 
and nozzle size, nozzle target and nozzle type [13]. 

 

Fig. 24.3. The relationship between the deposition on the target and nozzle size, nozzle target and 
nozzle type. The letters A, B, and C represent horizontal targets, whilst D1, 2, 3 and 4 represent 

the vertical targets and, represent charged and uncharged sprays, respectively Lake  
and Marchant [13]. 

In the theoretical field, development of a model for enhancing space charge deposition of 
airborne particulates within an electrostatically shielded target system has been studied by 
Law and Bowen. The purpose of this study was to present a theoretical basis of the new 
concept of electroporation of airborne particulates and the four principles for the charged 
particles involved are listed below: 

1) The electric mobility of an airborne particle charged by the ionised field process is a 
linear function of the particle radius; 

2) The resultant space-charge field that exists within a target region is due to the 
superposition of the fields generated by all species of charged airborne particles within 
that region; 
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3) The charge to mass ratio varies inversely with the radius for particles charged by the 
ionised field process; 

4) The fraction of saturation charge which a particle attains in the ionised field charging 
process is independent of particle radius. In general, dual particle-specie offers further 
benefit to the management of the total space–charge external to the target as a means of 
lessening the present limitation on the overall electrostatic deposition process caused by 
the induced corona at the earth points and edges on the target boundary [14]. 

In order to evaluate experimentally the contribution of electrostatic forces in improving 
the depositional characteristic of fine droplets carried in high-velocity air streams and to 
document the beneficial effects, a comparative study was conducted by Law and Cooper. 
Two types of nozzles were used, one with small droplets with a size of 30 µm (VMD) and 
the other big droplets, sized 370 µm (VMD). The results obtained revealed that the former 
did not reach the magnitude of that observed during conventional spraying by the latter. 
Moreover, when managing finely divided droplets in the 20 to 40 µm range, the 
electrostatic force increased deposition by 1.5 to 2.9 fold when compared to conventional 
spraying. Additionally, electrostatic wrap around benefits were observed at radial 
distances as close as 2.5 m, where the air carrier velocity averaged above 15 m/s as far 
away as 8 m [15]. 

A comparative study between two mathematical models of the transport of charged spray 
that were put forward by Lake and Marchant and Dix and Marchant was conducted by 
Hadfield. Specifically, this paper compared the results from these two models by 
measuring charged spray deposits in well-defined conditions and their relationship with 
droplet size. The findings showed that Dix and Marchant’s model gave closer agreement 
to the measured results than that of Lake and Marchant and consequently, the variation in 
charge and droplet size has an important impact on constructing a correction model of 
deposition distribution. Fig. 24.4 below illustrates the effect of droplet size on the charge 
to mass ratio [16]. 

 

Fig. 24.4. The relationship between the droplet sizes and accumulated percentage mass measured. 
Drop size spectra: ____, 4000 rev/min; - - -, 3000 rev/min; - . - , 2000 rev/min Hadfield [16]. 
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An embedded electrode electrostatic spray nozzle was used on a field planted with barley 
by Law et al , being operated at 172 kPa (25 psi) to atomize the pesticide liquid to 40 µm 
(VMD). The purpose of the experiments was to determine the spatial distribution of the 
droplet mass and charge transfer characterising these various modes of electrostatic 
cereal-crop spraying. The results obtained from this study can be summarised as follows: 
The values of droplet charging ranged between 1.5 and 4.5 mC/kg, which resulted in 
increased spray deposition onto all plant surfaces within the cereal crop tested. 
Additionally, these increases were from 5.5 fold for the top halves of the barley leaves, to 
2.5 fold for their base halves and to 1.5 fold on the lower growing broadleaf weeds. 
Finally, approximately 10 fold and 34 fold greater charges were collected by the barley 
plant as compared with a weed and the underlying soil, respectively, as shown in  
Fig. 24.5 [17]. 

 

Fig. 24.5. Average charged versus uncharged spray deposition achieved at stated locations 
throughout a barley-weed-soil target system Law et al. [17]. 

In another study, experiments using the flat fan hydraulic spray type Teejet 800 were 
conducted by Marchant and Wilson. The nozzle was operated with two levels of air 
pressure values, 200 and 600 kPa, to atomize the water flow rate into fine droplets and the 
power supply that was connected to the nozzle provided a high voltage in the range of  
1 to 6 kV. The purpose of this study was to predict the properties of a liquid sheet emerging 
from a flat fan hydraulic spray nozzle and to produce a formula for the charge to mass 
ratio of the spray. The results indicated that both the original and the modified equations 
predicted that charge to mass ratio increases with greater charging voltage and nozzle 
angle but reduces with an increase in the nozzle orifice area and the electrode spacing. So 
whilst the original equation predicted that the effect of increasing pressure reduces the 
charge to mass ratio, the modified equation predicted that the effect depends on the 
nominal spray angle. Furthermore, the charge to mass ratio was predicted to increase with 
increasing pressure for brass nozzles having angles of less than 66 and to decrease for 
larger angles. In addition to these outcomes, the equation predicted that the charge to mass 
ratio was considered reasonably acceptable up to an operating voltage of 2 kV [18]. 
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In laboratory experiments, an induction nozzle and metal–spherical target with and 
without a point were used in a study by Law and Cooper. The nozzle was connected to a 
700 V electric power source to charge the spray and operated at 138 kPa to give 30 µm 
droplets a study by considered reasonably was to document space charge field losses 
caused by induced target coronas and to establish any polarity–dependent advantage that 
could be exploited for improving electrostatic crop spraying. The results indicated that the 
masses of the charged deposition for an ionized target were 1.5 and 1.8 fold for the positive 
and negative sprays, respectively and four-fold for a non-ionized target regardless of spray 
polarity. In general, target deposition values with negative spray treatments were  
410 ng/cm2 and 180 ng/cm2 for target-points-absent and target-points-present, 
respectively, while the positive spray treatments values were 393 ng/cm2 and 150 ng/cm2 
[19]. 

Table 24.4. Peak interior electric fields during transient spray trials onto a parallel-plate target 
[Law and Cooper 1987]. 

Point Condition Spray-Cloud Current (-µA) 

1 2 3 

Absent 54.6 62.1 53.4 

Interior 53.4 61.6 58.6 

Exterior 53.4 52.5* 46.8* 

*Significant difference for point-absent treatment mean of the same spray cloud current (p < 0.05). 
 

Three types of nozzles made of brass “Teejet type 800067” (Spraying Systems Co., 
Wheaton, Illinois) with artificial targets consisting of vertical columns of horizontal discs 
were used by Lake in his work. These nozzles were operated at air pressure of 300 kPa to 
produce 212 µm (VMD) droplets and were connected to high power supply of 5 kV. The 
purpose of the study was to measure the deposits from electrostatically charged hydraulic 
nozzles on the vertical columns of horizontal discs. A summary of the results is that:  
1- disc spacing had only a small effect on the target deposits. 2- With no wind, total target 
deposits with charged spray increased with greater target spacing, but there was no such 
effect with uncharged spray. 3- The effect of wind was generally a decrease in target 
deposits with the charged spray. 4- Deposits on the underside of discs were low with both 
charged and uncharged spray under all conditions (See Fig. 24.6) [20]. 

24.3.2. Conclusion to the First Period 

This time period can be characterized in terms of two important objectives. The first was 
increasing the amount and value of deposition on the surfaces of the intended targets, 
which included both the front and back surfaces. The second objective was comparing the 
efficiency of the pesticide application methods of novel systems using electrostatic 
spraying with the conventional or classic system. The reason for this comparative work 
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was to encourage workers in the agricultural field to use electrostatic spraying because it 
was more efficient. Some mathematical formulae and predictive equations were tested 
during these projects, such as in studies by Inculet [12] and Hadfield [16]. The aim 
regarding these was to reduce the amount of pesticide waste by controlling the droplet 
size distribution and decreasing the level of drift.  

 

Fig. 24.6. The effect of target spacing in wind: Charged spray, upper disc surfaces; 

 uncharged spray, upper disc surfaces; charged spray, lower disc surfaces; 

; uncharged spray, lower disc surfaces Lake [20]. 

24.3.3. Papers Published in the Period between 1989 and 2000 

An electrostatic sprayer equipped with a pneumatic atomizing mechanism and induction 
charging of liquid film was developed by Bologa and Makalsky. The aim of this study 
was to investigate the influence of the interaction of high-speed air flow with liquid film 
and to find out how the electric field distribution in the nozzle affects the efficiency of the 
electrostatic sprayer. The results showed that intensification of the turbulent interaction of 
the airflow with the liquid film in the initial zone of its formation in the electric field made 
it possible to change the size of droplets and to increase the spray cloud current. Moreover, 
the values of the charge to mass ratio exceeded 6 to 8 times the corresponding values for 
existing electrostatic sprayers and Fig. 24.7 shown below illustrates this interaction [21]. 

In aerial work, two nozzles were used by Inculet and Fischer when they developed a novel 
system that consisted of generating two coplanar clouds of insecticides. One formed the 
port side wing and the other the starboard side. The first type was the spraying system 
nozzle SS-11004 negatively charged with liquid insecticide while under the strong 
positive electric field of an induction electrode I E (+). The second type was an SS-110015 
charged positively by an induction electrode I E (-), which was connected to a 36 kV 
supply. The results obtained indicated that the electrically charged spray influences the 
spray deposition and the effects become more pronounced especially with fine droplets, 
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but it could also enhance deposition (recovery) under arid conditions. Additionally, it 
emerged that charging coarse spray electrostatically does not influence spray deposition 
significantly [22]. 

 

Fig. 24.7. The dependence of the aerosol drop radius on liquid rate from a unit of the nozzle edge 
length of the sprayer in the presence (1) and in the absence (2) of a turbulent spraying  

of liquid Bologa and Makalsky [21]. 

In order to determine theoretically the feasibility and experimentally to confirm the 
practicality of focused or target–selective deposition of agricultural sprays, an induction 
nozzle with a copper sphere (row target) of 75 cm diameter was used in laboratory tests 
conducted by Giles. Polyethylene film with a thickness of 0.1 mm and a dielectric constant 
of 2.3 was use underneath earthed targets. The results of the study indicate that passive 
manipulation by increasing the air–gap spacing between the dielectric film and the 
underlying earthed planar boundaries that ranged from 0 to 4 cm significantly increases 
lower hemisphere spray deposition, whilst decreasing film deposition. While the active 
manipulation of the film 4 cm above the earthed plane by recharging it to a surface charge 
density of -15 µC/m2 resulted in greatly increased target and decreased film deposition. 
Additionally, electrical charging of aerodynamically–delivered spray droplets, in 
combination with the lifting and recharging of the dielectric film, resulted in an 84 % to 
16 % ratio of target sphere to non-target film deposition compared to a corresponding  
44 % to 56 % ratio for uncharged spray deposition along a 31 cm section of one sphere 
and the adjacent film of the test row [23]. 

An electrostatic induction handgun sprayer with two embedded-electrodes charging and 
a conventional spray with high volume application were used by Law et al. This was tested 
in laboratory experiments as well as on rows of strawberry plants in a greenhouse. The 
aim was to evaluate several recent air-assisted electrostatic crop-sprayer machines 
incorporating this specific type of pesticide spray-charging capability. A second aim was 
to compare the laboratory and field-test outcomes to establish whether the deposition 
efficiency and insect control efficacy could be attributed to this reduced–volume 
aerodynamic-electrostatic application technology. The findings obtained from this study 
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suggested that the air-assisted charged sprayer deposited significantly more insecticide 
onto plant foliage than the high volume conventional spray method. These values were 
1.29 µg/cm2 and 0.35 µg/ cm2, giving a 3.7 fold electrode position benefit. Finally, the 
results of the air–assisted charged sprayer showed that it was appropriate for penetrating 
charge conductive pesticide to inner plant regions and electrostatically depositing droplets 
onto leaf undersides through its space charge field [24]. 

An electrostatic induction twin nozzle especially constructed for generating fine droplets 
of pesticides with a metal plant model was used by Machowski and Balachandran in a 
greenhouse. The nozzle was operated at air pressure ranges of 0.3 - 0.8 MPa to atomize 
0.5 L / min of solution into fine droplets and the high voltage connected to the nozzle was 
2.5 kV. The aim of this research was to design and construct an induction charging 
electrode arrangement in an electrostatic spraying nozzle for greenhouse application. 
Laplace’s equation, with the finite element software ALGOR, was used to solve the 
modelling calculation of the field distribution in the vicinity of the nozzle. The results 
obtained indicated that the reverse field modelling technique can be used successfully to 
optimise an induction electrode arrangement for twin fluid nozzles with respect to the 
charging efficiency of spray droplets. Moreover, the level of measured charge to mass 
ratio increases proportionally to the applied voltage. As a result, significant improvement 
of deposition efficiency on the underside of leaves was seen when high potential was 
applied to the charging electrode (see Fig. 24.8) [25]. 

 

Fig. 24.8. Charge to Mass ratio (q/m) of the spray generated by a 'TL" fog generator  
[Machowski and Balachandran [25]. 

In the experimental field, a study that included several operating conditions was conducted 
by Law et al. The nozzle operated at an air pressure of 207 kPa (30 psi) to atomize the 
water flow rate of 73mL/min into fine charged droplets of 20-50 µm connected to as 
connected to a high power supply ranging from 1-3 kV and a Faraday cage was used to 
collect the charged spray from different distances between 0 and 50 cm so that the current 
of droplets could be measured. The purpose of this study was to present as a function of 
the degree of bounding of the charge spray–cloud, the experimentally observed effect 
being hypothesised as space charge suppression of induction spray charging. The results 
regarding the charge conditions demonstrated that the capability to charge electrically 
conductive spray by an electrostatic induction nozzle linearly diminishes by 41 % from a 
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-7.3 mC/kg value of charge to mass one of -4.3 mC/kg. In addition to this, the countering 
space-charge effect of the dispensed negative spray cloud is attributed to being the cause 
of this reduced effectiveness in the induction charge-transfer process at the earthed 
droplet-formation liquid jet within the dielectric nozzle body [26]. 

Jahannama et al. used an air-assisted induction charging nozzle type, namely a 
MaxCharge, based on the original design of Law from 1978. However, the material of this 
nozzle is different to that of Law ranging from 1-3 kV and a Faraday cage was used to 
collect the charge influence of the charging electrode on the primary atomization zone. 
The theoretical program employed in the study was the VOF model, which was used to 
simulate two phases, air and water. In addition, the FLUENT CFD package was used to 
give an account of the mixing and atomizing process inside the nozzle. The aim was to 
compare the performance of this nozzle with the Law’s original. The results obtained 
indicate that the droplet size distributions of horizontal sprays showed a significant 
difference between the charged and uncharged cases, whereas there was no remarkable 
difference between the vertical ones. Moreover, the computational results confirmed that 
the creation of a vortex and negative pressure field in the middle part of the nozzle plays 
a significant role during the mixing of the fluids and the liquid atomization processes.  
Fig. 24.9 shows droplet size distributions for charged and uncharged sprays in the 
horizontal situation [27]. 

 

 

Fig. 24.9. Droplet size distributions for charged and uncharged sprays in a horizontal situation 
(Jahannama et al. [27]). 
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24.3.4. Conclusion of the Second Period 

In this period, the studies concentrated on new aspects of the electrostatic spray 
phenomenon. In particular, the focus was no nozzle technique, which led to new nozzle 
designs that improved deposition and nozzle efficiency. The first concern was regarding 
how to develop a suitable nozzle for crop spraying, that is, one the increased the amount 
of deposition on the intended targets and to this end, researchers conducted experiments 
using different geometry of nozzles. The second concern was to explain the nature of the 
interaction inside the nozzle between the air pressure and the liquid as well as to study the 
interaction involved in changing the sizes of charged droplets and the amount of the 
deposition. Finally, all of these nozzle experiments aimed to increase the amount of 
deposition on both surfaces of the targets. 

24.3.5. Papers Published in the Period between 2001 and 2013 

The first study in this period involved experimental and theoretical work conducted by 
Cook and Law. The induction nozzle designed by Law in 1978 was used in the 
experimentation, with the purpose being to investigate and explain why the performance 
of a dielectric embedded-electrode induction spray charging nozzle is affected by the 
charged cloud of droplets it generates. Poisson’s equation was solved using a COMSOL 
finite element axisymmetric model consisting of 3,704 triangular elements and  
1,946 nodes for various placements of nearby earthed surfaces. The results obtained from 
this study showed that [28]: 

1) The potential due to the presence of the negatively charged cloud issuing from an 
electrostatic induction spray charging nozzle can become substantially larger in 
magnitude than the positive electrode potential within the dielectric charging nozzle; 

2) A grounded Faraday cage placed axially downstream in the cloud effectively 
suppresses the potential produced by the charged cloud by limiting its size and hence, 
negatively affects the nozzle performance as well as the location of the grounded 
boundary. 

Fig. 24.10 shows the distribution of potential and voltage obtained with and without space 
charge. 

An electrostatic pressure swirl nozzle with a brass ring electrode was used by Laryea and 
Young No on orchard trees and the experiments were conducted under charged and 
uncharged conditions. The aim of this study was to develop a suitable electrostatic nozzle 
for an orchard sprayer. The results showed that the droplet size exhibits an increase in the 
VMD as the applied voltages are increased and decreases when the operating pressure is 
increased (Fig. 24.11 and  Fig. 24.12 illustrate these effects). Moreover, the spray width 
increases as the axial distance is increased, but the applied voltages have no effect on this 
width and this could affect the spray trajectory. In addition, under all conditions, the 
charged spray shows an increase in spray deposit and drift reduction as compared to the 
uncharged spray [29]. 
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Fig. 24.10. (a) Potential, volts, without and with a space charge with the liquid grounded 
everywhere. (b) Potential, volts, with a space charge and with the liquid grounded at various 

locations (0–1000 V shown) Robert and Law [28]. 

 

Fig. 24.11. The effect of applied voltage on volume median diameter Laryea and Young No [29]. 

A comparison study between conduction and induction charging in liquid spraying was 
carried out by Zhao et al [30]. The aim was to clarify that the differences that pertain to 
the charging mechanism, electric field distribution, energy conversion and the effect of 
space charge theoretically and experimentally for three-electrode conduction and 
induction charging management. The results obtained explained that the three-electrode 
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spraying system, conduction and induction charging differ both in the source of charge 
and electric field distribution. Furthermore, the target current in induction charging 
depends only upon the space charge field, which causes a larger electrode current and 
surface discharge at a lower voltage. For the three-electrode geometry, conduction 
charging produces larger current and smaller electrode leakage current when compared to 
induction charging. In addition, as the nozzle-to-target distance increases, the space 
charge effect increases and the target current decreases (see Fig. 24.13) [30]. 

 

Fig. 24.12. The effect of operating parameters on volume median diameter  
[Laryea and Young No 2003]. 

 

Fig. 24.13. Relationship between target current and distance to target when U ism,  
electric field distribution Zhao et al [30]. 

In a theoretical study, Zhao used FLUENT software to model the charged droplet 
trajectories towards a spherical target for different droplet sizes, charge to mass ratios and 
nozzle-to-target distances. The purpose of this simulation was to determine the conditions 
for maximum deposition, while reducing the drift of charged droplets to nearby ground in 
the electrostatic pesticide spraying process for uniform sized droplet sprays. The results 
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obtained indicate that an increase in the charge to mass ratio increases the deposition 
significantly, while the radial drift may also increase. Moreover, the droplet size, charge 
to mass ratio and nozzle-to-target distance need to be carefully selected in order to achieve 
the best results [31]. 

Two types of spray nozzles, electrostatic and conventional, were implemented to control 
the sweet potato whitefly (SWF) pests of cotton in the UK in experimentation work 
undertaken by Latheef et al [32]. The first spray system assembled was the electrostatic 
spray boom, which included a large number (82) of spray charging nozzles that were 
necessary to accomplish a spray rate of 4.68 l/ha. These were operated at an air pressure 
of 482.7 kPa so as to atomize a flow rate 225 ml/min of pesticide into fine droplets and 
they were connected to a high-voltage supply with an output that ranged from 1 to 13 kV. 
The second type of nozzle in a boom set-up was the conventional spray applicator, which 
was attached to provide an application rate of 46.8 Lha−1 at 193.1 kPa. Four treatment 
applications were carried out, three with electrostatic spray, two charged and the third 
without, whilst the last involved conventional spraying. There were two main aims, with 
the first being to determine whether electrostatic charged sprays could be effectively used 
to achieve season-long control of whiteflies using pest control materials of diverse 
chemistries. The second aim was to ascertain whether the low spray rate (4.68 L/ha) 
required by the current prototype electrostatic spray charging nozzles would favor the 
development of resistance in whiteflies to mixtures of insecticides compared with 
conventional spray applications at 46.8  /ha. The results obtained can be summarized as 
follows: 1) the potential exists for obtaining increased efficacy against whiteflies using an 
electrostatic spray charging system. 2) Electrostatic treatments are as good as 
conventional ones and the amount of water used is 10 times less. 3) Counts of whitefly 
adults in electrostatic charged spray treatments are comparable with those regarding 
conventional sprays. However, counts of dead adults in electrostatic treatments are greater 
than those under conventional means after spraying with insecticides [32]. 

Maynaghet et al. conducted a series of laboratory experiments using an electrostatic 
sprayer with an ultrasonic nozzle. The operational condition for these experiments 
included the following factors: two nozzle charging electrodes of radii 10 and  
15 millimeters, which were connected to four levels of high voltage supply: 1.5, 3.0, 5.0 
and 7 kV, in sequence. Furthermore, six levels of air flow speeds of 14, 14.9, 17, 20.2, 
21.6 and 22.0 m/s were used to atomize three levels of water flow rates, which were  
5, 12 and 25 ms- 1. Finally, four levels of horizontal distances between the electrode and 
nozzle tip of 1.5, 6, 10 and 15 millimeters, respectively, were deployed. The aim of this 
study was to evaluate and quantify the charging of the droplets created by an electrostatic 
sprayer with an ultrasonic nozzle. The results obtained show that while increasing the 
liquid flow rate, the charged spray current increased at first then started dropping  
(Fig. 24.14) and the reason for this relates to ionisation. In addition, increasing the 
electrode distances caused increases in the amount of the spray current (see Fig. 24.15). 
Finally, the optimum combination of independent parameters was found to be as follows 
[33]: 

Flow rate = 5 ml/min, high voltage = 3 kV, 12100 (rpm) 20.2 (ms-1) radius of electrode = 
15 mm and horizontal distance = 10 mm. 
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Fig. 24.14. The effect of liquid flow rate on the target current Maynagh et al. [33]. 

 

Fig. 24.15. The effect of electrode distance on the current value Maynagh et al [33]. 

Nader et al. investigated the dynamics of induction charging for spherical particles 
assuming finite volume and surface conductivities by using mathematical and simulation 
models. The purpose of this study was to illustrate a simulation model for investigating 
the induction charging of spherical particles with finite surface conductivity. In addition, 
the aim was to investigate the effect of volume conductivity on the surface layer, surface 
layer thickness and particle permittivity. The results showed that an increase in the contact 
area between the particle and the electrode significantly shortens the charging time. 
Charge accumulation on the particle’s surface was fastest for a hemisphere having the 
largest contact area and slowest for a particle with a point contact. It was demonstrated 
that even for a short relaxation time constant, the actual charging time constant can be 
significantly larger, if the contact area is large, due to high contact resistance. Assuming 
a small finite contact area with the grounded electrode, fixed permittivity and bulk 
conductivity, the conductivity for the surface area was varied. The results of these 
simulations show that when conductivity of the surface layer increases, charge 
accumulation on the particle’s surface is faster. For fixed values of the conductivities, 
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increasing the particle’s permittivity results in slightly faster charging. However, the effect 
of increasing the permittivity is negligible when compared to the effect conductivity [34]. 

In lab experiments, an air-assisted electrostatic induction charging spray- (AEISC) system 
was investigated by Maski and Durairaj. It operated with higher and lower flow rates 
depending on nozzle condition. When the jet diameter was 0.35 mm, it provided 30, 45, 
and 60 ml/min, which represented the lower water flow rate. The high water flow rates 
used were 250, 450 and 600 ml/min when the nozzle jet diameter was 1.0 mm. The nozzle 
electrode was connected to a high-voltage supply with an output that ranged from 3 kV to 
4 kV for charging the spray liquid. A Faraday pail was used to collect the droplets 
generated and to measure the chargeability in order to calculate the charge to mass ratio. 
The objective of this study was to investigate the spray chargeability of an air-assisted 
electrostatic induction charging spray with due consideration to the effects of electrode 
voltage, spray liquid flow rate and liquid properties. The results indicated that increasing 
the electrode voltage between 3 and 4 kV and decreasing liquid flow rates to 30 ml/min 
maximizes spray chargeability to about 18.5 mC/kg for ground water and 7.5 mC/kg  
for tank water sprays. The rate of increasing spray chargeability with decreasing liquid 
flow rate was higher in the lower flow rates than at the higher ones of 250, 450,  
and 600 ml/ min. The reason for this was attributed to the larger surface area of finely 
atomized spray-droplets exposed to the applied electric field strength. In general, this 
means that the charge to mass ratio increases as spray flow rate decreases and its response 
is non-linear with flow rates in the two distinct ranges mentioned above. Fig. 24.16 shows 
the relationship between the charge to mass ratio and liquid flow rate [35]. 

 

Fig. 24.16. The relationship between the charge mass ratio  
and liquid flow rate Maski and Durairaj [35]. 

In the same year, Maski and Durairaj studied the values of depositions on the upper leaves 
(adaxial) and bottom leaves (abaxial) of an artificial cotton plant with other parameters, 
which were: spray charging, application speed, height and the orientation of the target. 
The artificial plant leaf orientations were 0, 30, 45 and 60 to the horizontal (below a 
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sheet of aluminum). The high voltage power supply connected to the spraying system was 
7.5 kV, while the application speed moves were 0.278, 0.417, and 0.555 m/s. The 
fluorescent tracer technique was used to determine the spray deposition. The objective of 
this study was to investigate the effect of these parameters on the values of deposition on 
abaxial (underside) and adaxial (upper) leaf surfaces. The results can be summarised as: 
1) the uncharged case (0 kV) was nearly zero value on the abaxial surface (under) and 
increased for all target heights, whereas the deposition value of the adaxial surface (upper) 
yielded the maximum 2) the abaxial deposition of charged spray gradually increased with 
the target orientation from 30 above to 30 below the leaves, whereas the adaxial 
deposition was maximum at 0 (horizontal) orientation. 3) The lower height always 
received a higher adaxial deposition (2.0 mg/cm2) than the higher (0.95 m) and 4) an 
increase in abaxial deposition (1.5 mg /cm2) with the spray charge being distinct at all 
target heights [36]. 

Toljic et al. [37] employed COMSOL, finite element analysis software package, in order 
to investigate the relationship between the value of charge on a conductive particle and 
the particle radius in the process of induction charging. The aim was to determine the 
value of the radius exponent in the charge to radius dependency for the conductive 
particles atomized in an electric field. The results obtained explained that the single most 
predominant parameter affecting the particle charge to radius dependency is the ligament 
length. Moreover, the exponent in the particle charge to radius dependency is equal to two 
when the particle is in direct contact with the bulk material. In addition, the maximum 
charge to mass ratio in liquid spraying will be achieved by maximizing the ligament length 
[37]. 

Turning to applications in the field, two types of nozzles were compared on wheat plants 
by Esehaghbeygi et al. The first, air-assisted electrostatic induction charging, required a 
high-velocity air flow (30 m s-1) within the spraying head assembly to keep the charge in 
the electrode 8 kV. The second, a spinning charging. The aim was to determine the value 
of this with a disc speed of 2000 rpm. The aim of this study was to investigate the 
effectiveness of different herbicide application methods of electrostatic charge and 
spinning discs under natural weed flora in an irrigated wheat field. The obtained results 
indicated that electrostatic forces on small droplets are more prominent than gravitational 
ones and spray droplets can provide an improved deposition with reduced drift. Despite 
the spinning disc nozzle having more droplet uniformity, it does not significantly improve 
herbicide efficacy in dense canopy compared with the electrostatic charging sprayer. 
Furthermore, the spinning disc sprayer decreased water use and so was cheaper to operate, 
but did not improve herbicide efficacy [38]. 

Bayat and Sarıhan conducted experiments on maize plants used six spraying methods. The 
types of nozzles used were (1) conventional boom manufactured with domestic cone 
(DCN; Toyman Company Đzmir, Turkey), (2) boom with tail boom plus domestic cone 
(TBDCN), (3) air induction (AI; Spraying System Co. USA), (4) twin jet (TJ; Spraying 
System Co. USA), (5) air assisted spraying with domestic cone (AADCN) and (6) air 
assisted TX cone (AATX; Spraying System Co. USA.  These nozzles were used at two 
stages of the plants’ growth, the first when the height ranged between 50 and 60 cm and 
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the second when it was > 210 cm. Two application rates of pesticide were used during the 
growth of the plants, 150 and 300 l/ha. Water sensitive paper was used to determine the 
coverage rate achieved. The purpose of this study was to determine the efficiency of 
different types of new nozzles and air-assisted spraying in second-crop maize by 
measuring spray deposits, coverage, and deposits as losses on the ground. The results 
revealed that the air-assisted domestic cone nozzles with an application volume of  
300 Lha-1 achieved the highest deposits for both plant stages, with the coverage rates 
being 21.3 % and 27.6 %, respectively. This increase over conventional spraying was 
remarkable especially in the second application period on the middle and bottom parts of 
the plants. In addition, the ground deposits as losses in both application volumes in the 
second period were lower than those in the first period [39]. 

In order to protect tobacco plants, a hollow cone nozzle was used in a study conducted by 
Chao et al. The nozzle was operated at different spray heights, (0.2 m, 0.3 m, 0.4 m) and 
different spray angles (90, 45, and 0). To atomize the flow rate into fine droplets, the 
air pressure ranged from 0.4 to 0.6 MPa and water sensitive paper was used to evaluate 
spray coverage, whereas the spray deposition was measured by a quantitative method 
(Allura-Red). The aim was to investigate the potential effects of spray height and spray 
angle on the spraying of the upper side of the leaves, the penetration of the spray liquid 
and the uniformity of the liquid distribution on the dense crop. The results obtained 
indicated that the spray coverage on tobacco plants decreased from the upper to lower 
layers. The deposition value of the upper layer increased as the height grew and the 
maximum value was located at 0.4 m. Moreover, the utilisation of liquid rate was lower 
than 45 % at a spray angle of 0° and above 50 % when it was 90°. Furthermore, the 
coverage of liquid was 52.9 - 86.0 %, 29.5 - 52.7 % and 18.7 - 39.6 % for the upper, 
middle and lower layers, respectively [38]. 

Five different spray delivery systems were used by Roten et al on a land plot planted with 
potato plants. The nozzles were the conventional boom, a canopy submerged drop sprayer 
combination, a pneumatic electrostatic spraying system, an air-assisted rotary atomizer 
and a high-volume air-assisted boom. The purpose of this study was to assess deposition 
from conventional and novel spray delivery systems in a potato canopy and investigate a 
digitised method for the analysis of this deposition. The results indicated that the 
deposition on the upper side of a leaf increased by 82 to 97 % for all treatments when 
compared to conventional treatments. Secondly, all those that consisted of one or more 
novel technology consistently gave higher coverage to the underside of the potato leaves 
than the conventional boom. Thirdly, the drop-sprayer and both electrostatic spraying 
system (charged and uncharged) treatments were similar in both the lower and middle 
canopy of the plant. Fourthly, the air–assisted rotary and air-assisted sustained gave the 
best coverage in the middle strata with 4.8 % and 7.7 % margin of increase in the coverage 
area, respectively, compared with conventional spraying. Fifthly, the hardest to reach area, 
i.e. the underside of the leaf at the lower canopy level, was covered best by the air-assisted 
rotary nozzle using the conventional method by 6 %, electrostatic spraying charging (ESS) 
by 5.64 %, and the air–assisted treatment by 3.71 %. Sixth and last, the conventional boom 
consistently achieved the least amount of deposition to the underside of the leaf only 
ranging from 0.1 to 0.41 % at best [40]. 
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An electrostatic spraying nozzle, type MBP 4.0, with a 15 L capacity that uses the 
pneumatic principle for the formation and fractionation of droplets was experimented on 
in work carried out by Sasaki et al. A Faraday pail was used to collect the charged spray 
from five different distances, 0, 1, 2, 3, 4 and 5m in order to determine the intensity of 
charge on the droplets. Artificial targets made of wood were constructed and fixed with 
two metal plates to evaluate deposition, one in transverse and the other in longitudinal 
alignment to the spraying jet. The aim of this study was to evaluate the factors that affect 
electrostatic spraying, especially the effect of the distance between the spray tip and the 
target, the charge to mass ratio (q/m) and the liquid deposition under different positions 
relative to the target. The results obtained demonstrated that the q/m ratio is inversely 
proportional to the distance between the sprayer and the target.  Additionally, the system 
was more efficient regarding to droplet deposition when the target was longitudinal to the 
spray jet. Furthermore, the minimum q/m ratio on which the liquid deposition was 
increased by the electrostatic system was 0.6 mC kg-1 [41]. 

Mamidi et al designed a hand-held electrostatic induction pressure swirl nozzle and used 
it in laboratory experiments with different artificial targets, including a glass beaker, 
plastic ball and aluminum. This nozzle had two swirl holes of diameter 1.0 mm and the 
orifice disc a hole of diameter 0.8 mm. The position of the nozzle electrode ranged from 
1.0 mm to 7.0 mm and was connected to a high voltage supply ranging between 0 and  
10 kV. All the experiments were conducted in ambient conditions. The nozzle operated at 
air pressure ranging from 0 - 35 psi in order to atomize a water flow rate of 350 ml/min 
into fine droplets. The purpose of this study was to establish the optimisation of certain 
parameters, including the electrode position, applied pressure, electrical conductivity of 
the spray liquid, and applied voltage so as to enhance the efficiency of a system, thus 
making it attractive to small and medium scale farmers. A remarkable phenomenon, the 
“wraparound effect”, was utilised, which provided underside deposition efficiently with 
increased uniformity. In fact, the deposition of liquid quantity was enhanced 2-3 fold when 
this effect was included. Moreover, the charge to mass ratio increased with the applied 
voltage and the maximum achieved was 0.419 mC/kg at 3.25 kV (see Fig. 24.17). In 
addition, the charge to mass ratio increased with increases in both the air pressure and the 
electrode distance (see Fig. 24.18). In fact, even a 1.0mm difference in the electrode 
position could change the system from being fully efficient to completely inefficient [42].  

To explain the relationship between nozzle orifices and droplet size under different air 
speeds, Martin and Carlton used an electrostatic induction charging nozzle (Spectrum 
Electrostatic Sprayers, Houston, Tex.) in laboratory experiments. The nozzle orifice 
diameters were 1.19 and 1.70 mm. The operational wind and air speeds ranged between 
24 to 346 km/h and 177 to 306 km/h, respectively. In all the spray testing, the air pressure 
used to atomize the liquid was 517 kPa and the nozzle electrode ring was connected to a 
positive voltage of 6 kV to induce a negative charge on the spray. The study had two 
objectives: first, to quantify the effects of typical fixed-wing airspeeds and nozzle orifice 
sizes on the atomization of charged spray. The second objective was to quantify the 
electrostatic performance characteristics (q/m, charge to mass ratio) of the nozzle for each 
of the test orifices and at every airspeed tested. The results obtained showed that an 
increase in nozzle orifice size increased the coarseness of the spray droplet spectra at all 
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airspeeds tested. In addition to this, increases in airspeed produced smaller spray droplets 
for all the nozzle orifices tested. Fig. 24.19 illustrates the findings [43]. 

 

Fig. 24.17. The effects of applied voltage on spray current and CMR at various electrode 
positions Mamidi et al [42]. 

 

Fig. 24.18. The relationship between the charge mass ratio and applied pressure  
Mamidi et al. [42]. 

An air-assisted induction charged nozzle spray was used by Patel et al in air atmosphere 
at ambient conditions (Temperature 20 degrees C, Relative humidity = 46 +_3 %). The 
diameter of the nozzle orifices was 1.60 mm and the air pressure entered the nozzle 
through five holes into the atomization zone. A nozzle embedded electrode was placed 
inside the nozzle at 4.0 mm from the nozzle tip and the air pressure used was 145 psi to 
atomize the water at a flow rate of 90 ml/min into fine droplets. In addition, the values of 
voltage used ranged from 0-3 kV. The purpose of this study was to perform materialistic 
investigations regarding electrode material in accordance with the theory behind the use 
of specific materials in electrostatic spraying for high voltage applications. The materials 
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tested were: nickel, copper, stainless steel, brass, and aluminum. The findings showed that 
the experimental results had good agreement with the relevant theoretical explanations. 
Specifically, nickel proved to be a good alternative as an electrode material for high 
voltage application in electrostatic spray nozzles since the performance of its electrode 
was better than the others in terms of charge to mass ratio and the mechanical parameters 
mentioned in subsequent sections (see Fig. 24.20) [44]: 

 

Fig. 24.19. Effects of airspeed and nozzle orifice size on the percent of the spray volume  
that is contained in spray droplets of 100 μm or less from the Brazilian aerial electrostatic nozzle  

Martin and Carlton [43]. 

 

Fig. 24.20. Variation of charge to mass qs/ms (mC/kg) with applied electrode voltage kV 
Patel et al. [44].  
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Another study conducted by Laryea and Young No used the same electrostatic pressure–
swirl nozzles with two types of orchard apple trees, namely M9 and M26. Their aim was 
to evaluate the contribution of electrostatic forces on spray deposition by using a 
traditional orchard sprayer and the effect of the sprayer fan speed on spray deposition. The 
three levels of fan speed were 1000, 1500, and 2000 rpm. The results showed that a 
significant difference could be observed at the top level for one pass and at the middle 
level for two passes, at 2000 rpm. In addition, it emerged that the charged spray proved 
superior to the uncharged one, at a fan speed of 2000 rpm with both passes for both types 
of trees [45]  

24.3.6. Conclusion to the Third Period between 2001 and 2015 

This period represents a big advance compared to the two previous ones. It is characterised 
by the use of advanced technology with excellent software, such as, MATLAB, FLUENT 
and COMSOL, which have been providing much greater understanding regarding the 
factors affecting nozzle behavior and deposition value than before. In addition how to 
improve the nozzle efficiency by selecting the types of nozzle materials and identifying 
other important factors has been at the forefront during this period. For instance, 
understanding has been acquired regarding the interactions between the inside and outside 
of the nozzle in relation to how these affect the efficiency of the application. Finally, 
during this period, some formulae aimed at predictions the drift value and atomization 
behaviors have been constructed. The computer simulation models developed have 
facilitated better understanding of induction charging nozzles for agricultural spraying. 

24.4. Factors those Have an Effect on Electrostatic Spraying Efficiency 

Fig. 24.21 illustrates four factors that can impact on the efficiency of the induction nozzle 
and on the electrostatic spraying agricultural application, these being: nozzle geometry, 
nozzle air pressure, nozzle induction voltage and the properties of the sprayed liquid used. 
The nozzle geometry factor is determined by three things: the nozzle electrode material, 
the nozzle electrode radius and the distance between the nozzle electrode and the nozzle 
liquid film. That is, the value of surface charge on the spread liquid and the chargeability 
value on the droplet surface depend on these three aspects. For example, if the nozzle 
distance is the right distance from the nozzle liquid film, the value of the surface charge 
on the latter will be satisfactory. Furthermore, when the radius of the nozzle and the 
electrode are the correct size along with the conductivity of the material being high, this 
will give a value of surface charge to the droplets in the range of the Rayleigh limit,  
i.e. they will have sufficient chargeability. The second factor is the nozzle air pressure, 
which controls the volume of the spray and the type of droplet size distribution. For 
instance, increasing the level of nozzle air pressure means there will be a greater volume 
of nozzle spray. 

On the other hand, the droplet size distribution depends on the pressure levels and can be 
split into three categories, two of which are beyond the scope of the electrostatic forces 
zone. The first pertains to small droplets that evaporate through the atmosphere due to 
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their tiny mass and drag forces, while the second refers to big droplets that drop onto the 
soil due to gravitational force. These two types constitute the total liquid spray drift. 
Finally, the third category coming within the limits of the electrostatic zone provides the 
values of the target deposition and coverage area. The liquid spread properties, such as 
viscosity and surface tension, have effects on the droplet size distribution. They play an 
inverse role to the electrostatic forces and try to avoid the atomization process or weaken 
it. Specifically, high values of surface tension and viscosity will make the process 
insufficient by producing big sized droplets as well as increasing the amount of drift due 
to gravitational force. Hence, to produce droplet size within the electrostatic forces zone, 
suitable air pressure is needed in order to destroy the forces of surface tension and 
viscosity. The fourth factor in nozzle performance and efficiency, as shown in Fig. 24.21, 
is the induction voltage level, which is important for determining the value of the surface 
charge on the liquid film and then on the surface of the droplets. If the value of the 
chargeability on the surface of the droplet is within the Rayleigh limit and the droplet size 
falls within the electrostatic forces zone, the numbers of charged droplets on the intended 
target is going to increase. Furthermore, the numbers of the charged droplets reaching the 
back surfaces of the target due to the role of electric field lines also increases. That is, the 
probability of increasing the deposition and coverage area on the front and back surfaces 
of the target will rise, whereas the drift and soil contamination values will drop owing to 
the dominant electrostatic forces controlling the distribution of the droplets onto the 
targets. As a result, the amount of chemicals used and the money spent for spraying are 
reduced. 

24.5. Factors Affecting Atomization Properties 

The spraying operation involves changing a liquid sheet into smaller droplets by using 
different devices called atomizers and just as with different nozzles being used different 
liquids types can be applied. For example, water, oil, emulsion, alcohol and other liquids 
can be mixed to make new solutions. Many studies have focused on liquid atomization 
inside and outside the atomizer in order to identify the behavior of interaction that occurs. 
Specifically, the purpose of these studies was to understand the atomization mechanisms 
completely in order to use them well in the applications and they have led to the discovery 
of several factors. These can be divided into two groups, which should be well known by 
researchers and anyone who intends to work in this field. The first group consists of 
external forces which are relevant to devices (equipment) and weather conditions, while 
the second pertains to the internal forces which relate to the liquid properties [46]. 

Deposition quantity and distribution on the target, risk of spray drift and mode of action 
and uptake of the chemical particles at the target surface are three functions influenced by 
external forces. While the droplet size velocity and volume distribution, distribution 
pattern, entrained air characteristic, spray structure and the structure of individual droplets 
are influenced by internal factors [47, 48]. Results reported in [49] indicate that a change 
in liquid properties due to the use of adjuvant materials causes significant change in the 
spray quality for a flat fan nozzle. Three features of the spraying process have been 
changed according to nozzle type: atomization trajectory, droplet size and droplet 
distribution. Results obtained from three types of hydraulic nozzle demonstrated that the 
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reduction in the surface tension of liquid tends to reduce droplet size [50], while this 
increases with nozzle size increase and decreases with nozzle angle as well as with rising 
pressure [51, 18]. 

 

Fig. 24.21. Explained the factors that affect the nozzle performance and efficiency. 
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24.5.1. Charge to Mass Ratio (CMR) 

This refers to the amount of spray current (measured in Coulombs) divided by the mass 
flow rate (measured by units of mass) also known as chargeability, which is the total 
amount of electrostatic charge that is carried by the spray droplets and is a measure of the 
performance of the nozzle system [44]. This is very important for the optimization of the 
system operational parameters and effectiveness of charged spray application [35]. For, 
from this value the optimum peak of the nozzle design under experimental conditions can 
be shown in addition to evaluating and estimating the change of the value of deposition 
and drift [45]. Several electrostatic processes depend on this value which governs the 
behavior of particle trajectories in a charged cloud of particles [52, 53, 49 ,50]. Factors 
impacted by it are electrode voltage, liquid flow rate, the type of liquid, nozzle angle, 
nozzle orifice area, pressure and the velocity of droplet distribution [54, 56, 57, 33, 20, 
16] Inverse proportionality has been found between the charge to mass ratio and nozzle 
target distance [58]. The reasons for this are a long path, which leads to loss of electrical 
charge and the droplets being subject to air pressure resistance during their trajectory. On 
the other hand, the value of the charge mass ratio becomes non-linear with voltage 
increases above 2 kV, which can be attributed to ionisation of the air in the charging region 
[51]. The final parameters that need to be identified are:  the high voltage magnitude, 
nozzle to target distance and droplet size, which are chosen so as to yield the best possible 
results [31]. 

24.5.2. Droplet Size and Distribution   

Droplet size distribution is one of the three important features that determine the efficiency 
of electrostatic spraying technique (see the Fig. 24.21), with the other two being the ability 
of the nozzle to generate the desired droplet size efficiently and the construction design 
having the capacity to generate high voltage [57]. Factors that must be considered when 
selecting the droplet size are: environmental conditions (temperature, humidity, relative 
humidity and wind velocity), charge to mass ratio, the velocity of the charged droplets 
and the type of target [29]. The characteristics of the droplets govern the trajectory of 
liquid sheet and hence, can increase in efficiency of the pesticide application [59]. That 
is, the trajectory of the liquid sheet is a function of some of its characteristics, such as: 
surface density, liquid density and sheet thickness. In addition, droplet diameter and the 
droplet size distributed can be affected by changing the voltage [56] and/or the water flow 
feed rate [60, 61]. 

24.5.3. Back Ionisation 

This phenomenon occurs during electrostatic processing and has profound consequences. 
It is due to droplet deposition between the earthed target and the nearby charged spray 
cloud as a result of electric field intensification [62]. Given the importance of deposition, 
it is crucial to understand which factors influence or reduce its efficiency. Two reasons 
account for the electrical migration back towards the electrified cloud where droplet 
coalescence is likely to occur. The first is the ionic discharge from target points that can 
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neutralise part of the oppositely charged spray cloud, which can cancel beneficial 
Columbic forces leading to the probable collapse of the droplet-driving space-charge field. 
Secondly, all momentum fluxes and charges associated with gas discharge can be shown 
to repel droplets from the target [63]. 

24.5.4. The Drift 

This has a negative impact on pesticide application in terms of the amount of fluid lost 
through the spraying process. Some of this is lost as a vapor or small droplets in the 
atmosphere due to their very light mass, known as exo-drift [64].While conversely, some 
is lost on the ground due to gravitational forces owing to the droplets having a large mass, 
termed endo-drift [5] (See flow chart in Fig. 24.3). The third way through which droplets 
are lost is when they are off target owing to drag forces. This can be attributed to several 
reasons, including: characteristics of the pesticide solution, weather conditions, droplet 
size, travel speed, nozzle type, boom height, spray pressure, nozzle spacing as well as the 
level of attention and skill of the operator [65]. The size of the spray angle plays an 
important role in determining the drift amount, regarding which it has been found that a 
fan angle of 110° increases airborne drift by 29 percent more than one of 80° [66]. In 
addition to this, wind speed, the absorption coefficient and surface roughness lead to 
increases in the drift amount [67, 68]. 

The results of drift include damage to neighboring crops that are not resistant to the 
pesticide, spoiled ecosystems, contaminated waterways and threats to human health. The 
last is particularly of concern in areas known to have intensive agriculture and relatively 
small fields that are scattered and close to living spaces and hence, the need for a good 
understanding of drift from field sprayers is of high priority [69, 70]. Drift not only has a 
negative environmental impact, for it also results in wasted pesticide and consequently, 
unnecessary expenditure. In agriculture, most of the pesticides types used are aqueous 
based liquids and more than 90 percent of them are applied by the spraying method, which 
means that the amounts of exo- and endo- drift are seriously on the increase. 

24.6. Existing Challenges 

Despite researchers through their great efforts having achieved satisfactory results in 
agricultural application of electrostatic sprayers, too many chemicals are still being used, 
substantial amounts of money continue to be wasted owing to inefficiency and the 
problems of drift and soil contamination remain unresolved. In the first ten years covered 
by this literature review, researchers focused on two things: increasing the amount of 
charge mass ratio on the living target by comparing the values obtained from the methods 
that used induction voltage with those that did not. The second focus during this period 
pertained to comparing the efficiency of the induction nozzle with the conventional one. 
Two factors remained unaddressed at this time: the amount of overdosing of the chemical 
material and huge quantities of wasted money. While during the second stage, the interest 
lay in the geometry of nozzle and which of the different types could produce the highest 
deposition values on the target. At this time, there was little concern about drift loss and 
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the amount of pesticides being used and instead, drift was considered only a secondary 
result caused by several primary factors. During the third period of the literature review, 
it became apparent that the work was concentrated on using advanced software simulation 
nozzle models. These studies sought to comprehend the role of internal and external 
conditions in nozzle efficiency so as to be able to increase the amounts of the deposition 
on the targets. A little research has been carried out investigating drift behavior through 
mathematical formulae so as to reduce the losses from the agricultural application. From 
the projects and studies that have been reviewed, it is clear that the drift amount and 
overdosing with chemicals still lack sound remedies. Issues that still remain unresolved 
are: 

1. Conventional inefficient nozzles are still used in many applications; 

2. The whole plant is still being treated even when there are parts that do not need it and 
hence, local infection detection needs to be pursued; 

3. No advanced technology has been developed to control the duration of the operation of 
nozzles. 

24.7. Conclusion and Contributions 

It has become clear that electrostatic spraying yields more coverage area and deeper 
penetration into the spatial canopy of plants when compared to conventional systems. 
Even though researchers have used this technology for some time now to improve nozzle 
efficiency, performance and to provide uniform distribution of deposition on the target, as 
explained above, large quantities of money and huge amount of pesticides are wasted 
because leaves that do not need remediation are being treated farmers and workers. This 
situation can be addressed by targeting only the infested area, which will not only greatly 
reduce the amounts of wasted chemical materials and hence, save money, for it would 
also result in less environmental pollution.  
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    coupling efficiency, 66 
    spectrums, 291 
    transition matrix, 245 
predictive control algorithm, 196 
pressure 
    measurement, 188, 317 
    sensor, 188, 192, 317 
proportional gain, 195 
protein detection, 170 
protocol headers, 295 
Proton Induced X-ray Emission, 49 
protons, 47 
puled laser deposition, 42 
 
Q 
  

quadrupolar resonance, 28, 33, 37 
quartz, 122, 128 
    crystals, 123 
    substrate, 34 
 
R 
  

radial basis function, 409 
radiation, 33 
radio transmitter, 318 

Raman  
    microscopy, 170 
    spectroscopy, 446 
    spectrum, 160 
ratiometric power measurement, 69 
real-time controller, 186 
reconfigurable embedded system, 186 
reflection 
    characteristic, 101, 107 
    phase, 37 
    spectra, 27 
refraction index, 101 
refractive index, 66, 148 
reliability evaluation flow, 279 
remote 
    control, 190 
    sensing, 184 
remotely piloted aircraft, 356 
resonance frequency, 32 
ribonuclease B, 170 
root mean square error, 270 
Rutherford backscattering spectrometry, 47 
 
S 
  

sandwich immunoassay, 170 
scanning electron microscope, 26, 45, 455 
scattering  
    coefficient, 54 
    geometries, 47 
second-order cone relaxation, 264 
self-bias effect, 88 
self-imaging distance, 66 
sensing coverage, 239 
sensor nodes, 231, 232, 236, 277, 281, 282 
sharp probes, 46 
shell-isolated nanoparticles, 162 
silanol, 446 
silica, 135, 444 
    rod, 69 
silicon, 34 
silver  
    nanoparticles, 25 
    nanostructures, 27 
    oxidation, 26 
smart 
    antenna, 329 
    antenna architectures, 330 
    antenna array, 329 
    sensor, 90, 184, 190 
SmartLab Magnetic, 425 
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solar cells, 25, 41 
sol-gel  
    based materials, 441, 442 
    films, 442 
    matrix, 443 
    modified electrode, 449 
    network, 441 
    precursor, 445 
    process, 441 
    technology, 441 
solvatochromism, 445 
spatial filter, 332 
spectral 
    gain, 79 
    response measurements, 79 
    sensitivity, 79 
spectrometer, 27 
spectrophotometer, 46 
speed electronic control, 355 
spray  
    nozzles, 192 
    spectrum, 184 
spraying system, 192 
star nanoparticles, 162 
stoichiometric transfer, 42 
Stokes shift, 157 
strain sensor, 72 
structural health monitoring, 277 
superconducting quantum interference 

device, 134 
surface 
    acoustic wave, 122 
    plasmon resonance, 101, 147 
    plasmons, 158 
    transverse waves, 121 
surface-enhanced Raman scattering, 157 
switched lobe, 330 
System-on-Chip (SoC), 317 
 
T 
 

tapped delay lines, 206, 209 
Tauc equation, 54 
temperature  
    coefficient of delay, 122, 126 
    measurements, 320 
    sensor, 68, 69, 317 
tetraethoxysilane, 447 
thermographic method, 109 
thromboelastography, 147 
time 

    interval, 136 
    measurements, 208 
Time of Flight sensors, 205 
time-to-amplitude conversion, 207 
time-to-digital conversion, 205, 206 
Time-to-Digital Converters (TDCs), 205 
tomography, 405 
transformer, 428 
transmission electronic microscopy, 455 
transparent conductive oxide, 78 
trinitrotoluol, 103 
 
U 
  

ultrahigh vacuum, 42 
unmanned aerial vehicle, 355 
UV radiation, 41 
 
V 
  

vernier delay line, 206 
viscosity, 129 
viscous liquid, 127 
visible light communication, 77, 90 
vision image registration, 405 
 
W 
  

wavelength division multiplexer, 77 
wavelength-tunable filtering, 64 
wireless 
    communication, 77, 90, 237 
    networks, 231 
    sensing system, 317 
    sensor network, 231, 264, 277 
    telemetric system, 316 
 
X 
  

xerogel sensors, 454 
X-ray  
    diffraction, 43, 44 
    spectrum, 49 
 
Z 
  

Zinc oxide, 42 
ZnO powder, 50 
ZnO wurzite hexagonal structure, 53 
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