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Abstract—Several existing direct-sequence spread spectrum (DSSS) detection and estimation algorithms assume prior knowledge of the symbol period or sequence length, although very few sequence-length estimation techniques are available in the literature. This paper presents two techniques to estimate the sequence length of a baseband DSSS signal affected by additive white Gaussian noise (AWGN). The first technique is based on a known autocorrelation technique which is used as reference, and the second technique is based on principal component analysis (PCA). Theoretical analysis and computer simulation show that the second technique can correctly estimate the sequence length at a lower signal-to-noise ratio (SNR) than the first technique. The techniques presented in this paper can estimate the sequence length blindly which can then be fed to semi-blind detection and estimation algorithms.

I. INTRODUCTION

In non-cooperative reception, blind detection and estimation techniques are required as the parameters used by the communication transmitter are in general not known by the receiver. The normal approach used in cooperative communication systems, such as optimal correlation or matched filtering techniques [1], is therefore not applicable in non-cooperative communication receiver systems. Typical applications of such systems are to be found in spectrum surveillance and electronic interception, but blind estimation techniques are important in their own right also [2], and hence this paper considers some aspects of this problem in depth.

Signal detection and parameter estimation are usually performed separately and independently in communication problems [3]. Detection is performed to determine whether the signal of interest is present or absent given observed data that is corrupted by noise. When it has been determined that the signal of interest is present, estimation is performed to determine the signal parameter values. This paper is concerned with blind estimation (assuming the signal is present) of the period of cyclostationary sequences used in direct-sequence spread spectrum (DSSS) communication systems.

The spreading codes used in DSSS are cyclostationary, since the mean and autocorrelation of the transmitted signal are periodic with the same period [4]. This periodicity distinguishes the signal from noise and can be exploited to perform detection and estimation especially when the signals are weak. This is in fact the case for received DSSS, especially for a non-cooperative receiver which does not know the spreading code and cannot therefore take advantage of the processing gain.

Furthermore, modern communication systems use feedback to limit transmit power levels. The resultant effect is that intercepted DSSS signals have very low signal-to-noise ratio (SNR) levels and sophisticated algorithms are required to perform detection and estimation reliably.

We wish to emphasise that blind estimation of the sequence or code length (or symbol period) of hidden DSSS transmissions is essential since semi-blind techniques often assume knowledge of the sequence length which is generally not known a priori. Such semi-blind techniques include sequence estimation techniques [5]–[7] and detection algorithms [8].

A few techniques that may be used to estimate the sequence length (or related parameters from which the sequence length can be determined) of DSSS transmissions have been suggested in the literature. These include cyclic-feature analysis to determine the chip rate through spectral-line regeneration [9], the related Fourier analysis of cyclic correlation to estimate the bit rate [6], and higher-order statistical analysis where unique bispectrum and triple correlation patterns reveal characteristics of m-sequences that may be used to determine the sequence length and generator polynomials [10]. These techniques however require relatively high SNRs to perform parameter estimation. Another technique based on autocorrelation suggested in [11], [12] has the potential to estimate the sequence length at lower SNR values.

In this paper, we propose two new methods to estimate the sequence length of an intercepted DSSS signal at low SNR, and we present some novel results based on these new methods. The first method is based on the autocorrelation technique [11], [12] mentioned above, and the second method on a principal component analysis (PCA) detection technique [8]. The two techniques are compared in an additive white Gaussian noise (AWGN) environment in terms of the probability of correct estimation of the sequence length.

The paper is organised as follows. Section II presents the communication and intercept systems, and defines the SNR regime to which the estimation is applied. The two new methods are introduced in Sections III and IV. Section V presents numerical results, and Section VI concludes the paper. Possible future research areas are identified in Section VII. A Barker code (length $N = 11$) and an m-sequence ($N = 63$) are considered as test cases throughout the paper.

II. COMMUNICATION AND INTERCEPT SYSTEMS

The target communication system and intercept receiver platform used in this study are identical to those used in our previous study [8] and are briefly reviewed here. The target communication system is a binary phase shift keying (BPSK) DSSS system employing a length-$N$ spreading
code, such that the intercepted signal can be written as
\[ y(nT_c) = \sigma_x d(nT_c) c(nT_c) + \sigma_w w(nT_c) \]  
with the chip number \( n = 1, 2, \ldots, N \) and \( T_c \) the chip interval. One sample is used to represent a single chip in the intercept receiver and therefore the sampling period \( T_S = T_c \). \( c \) is the length-\( N \) pseudo-noise code sequence with period \( T_{sym} = NT_c \) and \( d \) the data sequence assumed to be invariant over \( T_{sym} \). Since the target communication system is a BPSK DSSS system, both \( c \) and \( d \) are sequences with values \( \pm 1 \). The noise sequence is assumed to be a realisation of a standard normal random variable (RV) represented by \( w \sim N(0,1) \) which contains independent and identically distributed (i.i.d.) samples. The code, data and noise sequences are also assumed independent of each other. The constants \( \sigma_x \) and \( \sigma_w \) are included to scale the signal and noise sequences respectively in order to obtain different SNR values, using
\[ \text{SNR} = \frac{\sigma_x^2}{\sigma_w^2} \]  
which is the SNR before despreading. The SNR at which the intercept receiver must be able to operate is dictated by the SNR required by the intended or target DSSS communication receiver system, which in turn is determined by the maximum tolerable bit error rate (BER). The error probability or BER and the SNR are related by [8]
\[ P_e = Q \left( \sqrt{N_s \text{SNR}} \right) \]  
with \( N_s \) the number of samples used to represent one transmitted bit. If one spreading sequence chip is represented by one sample in the receiver, then \( N_s = N \). Fig. 1 shows the BER curves for the unspreaded case \( (N = 1) \) and two spreaded cases \( (N = 11 \text{ and } N = 63) \) under AWGN conditions. Spreading affords a processing gain \( P_G = 10 \log_{10} N \) or SNR advantage to the intended DSSS receiver over the intercept receiver. For example, the receiver of a DSSS communication system using \( N = 63 \) \( (P_G \approx 18 \text{ dB}) \) can despread a received signal at \( \text{SNR} = -3 \text{ dB} \) to \( \text{SNR} = 15 \text{ dB} \) to achieve \( P_e \approx 10^{-8} \). An intercept receiver that does not know the spreading code will have to deal with the \( \text{SNR} = -3 \text{ dB} \) signal, assuming the intended and intercept receivers lie on a circle with the target transmitter in the centre with an omnidirectional antenna. Identical channel conditions between the transmitter and each receiver are also assumed. If the transmitter uses a directional antenna and/or the intercept receiver is located at a further distance (which is typical in electronic interception scenarios), an even lower SNR will result.

To compete with the target DSSS communication system, the intercept receiver must be equipped with powerful techniques to detect the signals and estimate their parameter values at very low SNR levels. The BER that can be tolerated in a system depends on the application; it has been reported that in wireless multimedia transmission, voice packets can tolerate maximum BER levels of \( 10^{-8} \), while data packets require a BER less than \( 10^{-9} \) [13]. Using Fig. 1, these BER values translate to minimum SNR levels of approximately \(-8.2 \text{ dB} \).
with the time-shift parameter \( k = 1, 2, \ldots, K \) and the scale factor \( \sqrt{L} \) chosen to simplify the mathematical analysis presented in Section III-C. The samples of \( y \) in (6) are numbered such that \( y_m \) is the \( m^{\text{th}} \) sample of the \( m^{\text{th}} \) segment in each case. For example, when calculating \( R^{(2)}_{yy}(k) \), sample \( y_{L+2} \) will refer to sample 2 of segment 2 in Fig. 2. However, when calculating \( R^{(2)}_{yy}(k) \) this same sample will be referred to as \( y_2 \). The scalar product of a segment with itself is not needed and therefore \( k = 0 \) is excluded from (6). \( K \) is the value of the maximum time shift and determines the number of samples required beyond the segmented \( ML \) samples.

Using the \( M \) correlation sequences defined by (6), the mean-square correlation sequence can be calculated as

\[
\rho(k) = \frac{1}{M} \sum_{m=1}^{M} \left| R^{(m)}_{yy}(k) \right|^2
\]  

which is similar to the correlation estimators of [11]. An example mean-square correlation sequence for the Barker \( N = 11 \) spreading code is shown in Fig. 3(a) with parameters \( K = 39, L = 11, M = 100 \) and \( \sigma_w^2 = \sigma_w^2 = 1 \) such that the SNR is 0 dB.

The number of correlation spikes (or peaks) depends on the maximum time-shift parameter \( K \), while the visibility of the peaks within the noise (or correlation sidelobe values) depends on the segment length \( L \), number of segments \( M \), the position of spreading sequences within segments, and the SNR. Assuming the spikes are detectable, there will be at least one in \( \rho(k) \) if \( K \geq N \), two if \( K \geq 2N \), three if \( K \geq 3N \), and so on. Fig. 3(a) shows three clear spikes since \( K \geq 3N \) and the SNR of 0 dB is relatively high. For increasing values of \( M \) and SNR, the peak values generally become more visible as long as \( L \) is chosen correctly and a complete spreading code is located within a segment. Fig. 3(a) was obtained by choosing the actual spreading sequences as segments, which is the ideal case for which the correlation peaks will be maximum.

Due to partial correlation, the sum in (6) will produce smaller correlation peaks if \( L < N \). Similarly, for \( L > N \) partial correlation caused by incomplete spreading codes within each segment will add to or subtract from the correlation between complete spreading codes, depending on the data bit values. Also, if \( L \neq N \) the spreading codes and segments are misaligned, such that the starting positions of each spreading code will differ in neighbouring segments. Even if \( L > N \), some segments might not contain a single complete sequence and smaller correlation peaks than possible with \( L = N \) will be formed. To ensure that a segment will always contain at least one complete spreading code, either \( L = N \) (with sequences and segments aligned) or \( L \geq 2N - 1 \).

To illustrate the effects of the value of \( L \) and the alignment between segments and spreading sequences on the correlation process, an example is shown in Fig. 4. The sequence length \( N = 5 \), and the first sample of the first segment is also the starting position of a spreading code in each of the four cases shown. Each bit is represented by 5 samples (chips) and has a unique value (±1) independent of the other bit values.

The case where \( L < N \) is shown in Fig. 4(a), where the segments and sequences are misaligned. Using (6) will therefore result in partial correlation - and smaller peak values. The ideal case is shown in Fig. 4(b), where \( L = N \) and the alignment is retained throughout the intercepted signal. When (6) is applied to this scenario, two complete spreading sequences will be correlated, producing a large peak for each value of \( m \). The case where \( N < L < 2N - 1 \) is shown in Fig. 4(c). The first two segments each contains a complete sequence, which will provide a peak value when (6) is calculated. The incomplete sequences within these two segments will however affect this peak value depending on the bit values. Segment 3 in Fig. 4(c) does not contain a complete sequence which will negatively affect the correlation process. When \( L \geq 2N - 1 \) as illustrated in Fig. 4(d), all segments will however contain at least one complete spreading sequence. The incomplete...
sequences within each segment will also negatively affect the correlation peaks for this scenario, and the result will be worse compared with \( L = N \) as in Fig. 4(b).

**B. Method of estimation**

Fig. 3(a) illustrates that if the parameters are chosen correctly and the SNR is sufficiently high, all correlation peaks will be located at index values \( k \), which are equal to multiples of the code length \( N \). For time shifts \( k = aN \), with \( a \) a positive integer, the spreading code(s) within the \( m \)th segment will align with spreading code(s) in \( y \), irrespective of the starting position of the spreading code(s) within the segment or \( y \). The correlation peak values will however depend on the alignment between segments and sequences as discussed in Section III-A above. The code length may therefore be determined from the index values of peaks within \( \rho(k) \). In this paper we propose to use the index of the first peak \( (a = 1) \) to determine \( N \).

**C. Mathematical analysis**

The intercepted signal of (4) can be written in discrete form as

\[
y_n = \sigma_x d_n c_n + \sigma_w w_n
\]

with \( d_i = \pm 1 \) the \( i \)th data bit value and \( c_n \) the \( n \)th \((n = 1, 2, \ldots, N)\) chip of the spreading code. The ideal case corresponding to Fig. 4(b) will be analysed here and compared with simulation results of non-ideal cases in Section V. The segment size will therefore be chosen as \( L = N \), such that each segment in Fig. 2 will contain one complete spreading code. Furthermore, the maximum time shift is assumed to be bounded according to \( N \leq K \leq 2N \), such that a single correlation peak is produced. Fig. 3(b) shows the resultant mean-square correlation sequence \( \rho(k) \) for \( K = 2N - 1 \) and SNR = \([−10, −5, 0]\) dB with \( \sigma_w^2 = 1 \). A clear peak value is shown at \( k = N \) if the SNR is sufficiently high.

1) **Signal-only analysis:** This section will consider the characteristics of \( R_{yy}^{(m)}(k) \) and \( \rho(k) \) defined respectively in (5) and (6), using (7) with \( \sigma_w = 0 \).

a) **Peak value:**

When \( k = N \), the spreading codes within each segment align, such that (5) can be written using (7) as

\[
R_{yy}^{(m)}(N) = \frac{1}{\sqrt{L}} \sum_{n=1}^{L} y_n y_{n+N}
\]

\[
= \frac{1}{\sqrt{L}} \sum_{n=1}^{L} (\sigma_x d_m c_n) (\sigma_x d_{m+1} c_{n+N})
\]

(8)

where \( d_m = \pm 1 \) represents the data bit value associated with the \( m \)th segment. Since \( c_n = c_{n+N} = \pm 1 \), (8) can be simplified as

\[
R_{yy}^{(m)}(N) = \pm \sigma_x^2 \sqrt{L}
\]

(9)

The mean-square correlation peak value can then be expressed using (6) as

\[
\rho(N) = \sigma_x^4 L
\]

(10)

b) **Sidelobe values:**

When \( k \neq N \), the correlation between misaligned spreading codes can be expressed using (5) and (7) as

\[
R_{yy}^{(m)}(k) = \frac{\sigma_x^2}{\sqrt{L}} \sum_{n=1}^{L} (d_p c_n) (d_q c_{n+k})
\]

(11)

with \( d_p \) and \( d_q \) antipodal bit values depending on the segment in which \( c_n \) and \( c_{n+k} \) are respectively located. The correlation values produced by (11) depend on the specific spreading code \( c \) and the data bit values. If \( d_p = d_q \), (11) resembles the periodic autocorrelation function, for which a number of bounds have been derived [14], which can be used to evaluate the sidelobe levels.

Barker codes and maximum-length or m-sequences are of particular interest, since the unscaled periodic autocorrelation for each time shift \( (k \neq N) \) is \( \pm 1 \). Even when \( d_p \neq d_q \), the sum in (11) equals \( \pm 1 \) if \( c \) is a Barker code of length \( N = [5, 7, 11, 13] \). In these conditions, (11) can be simplified to

\[
R_{yy}^{(m)}(k) = \pm \frac{\sigma_w^2}{L}
\]

(12)

such that the mean-square value can be written by substituting (12) into (6) as

\[
\rho(k) = \frac{\sigma_w^4}{L}
\]

(13)

Equation (12) will subsequently be used to derive the theoretical performance bound of technique 1.

2) **Noise-only analysis:** When \( \sigma_x = 0 \), the correlation sequence can be written by combining (5) and (7) as

\[
R_{ww}^{(m)}(k) = \frac{\sigma_w^2}{\sqrt{L}} \sum_{n=1}^{L} w_n w_{n+k}
\]

(14)

Since \( w_n \sim N(0, 1) \) is a sample within a sequence of i.i.d. samples, \( w_n \) and \( w_{n+k} \) will be independent when \( k \neq 0 \). The product \( w_n w_{n+k} \) will therefore have a normal product distribution [15] with zero mean and unity variance. According to the central limit theorem [16], the sum in (14) will approach the normal distribution with zero mean and variance approaching \( L \), as \( L \) increases. \( R_{ww}^{(m)}(k) \) will therefore approach the normal distribution with zero mean and variance

\[
\text{var}(R_{ww}) = \left( \frac{\sigma_w^2}{\sqrt{L}} \right)^2 L
\]

\[
= \sigma_w^4
\]

(15)

The distribution of the mean-square correlation \( \rho(k) \) can then be obtained by combining (6), (14) and (15) as

\[
\rho(k) = \frac{1}{M} \sum_{m=1}^{M} \left[ R_{ww}^{(m)}(k) \right]^2
\]

\[
= \frac{1}{M} \sum_{m=1}^{M} \left[ \sigma_w^2 \tilde{R}_{ww}^{(m)}(k) \right]^2
\]

\[
= \frac{\sigma_w^4}{M} \sum_{m=1}^{M} \left[ \tilde{R}_{ww}^{(m)}(k) \right]^2
\]

(16)
with $R_{ww}^{(m)}(k)$ normalised such that it has unity variance. The mean-square correlation can then be written from (16) as

$$\frac{M}{\sigma_w^2} \rho(k) = \sum_{m=1}^{M} \left[ R_{ww}^{(m)}(k) \right]^2$$ (17)

which has a central Chi-squared distribution [17] with $M$ degrees of freedom. Note that, although $R_{ww}^{(m)}(k)$ contains correlated samples over $k$ for any given value of $m$, the sum in (17) is calculated over $m$ (and not over $k$) such that the summands are independent.

It can be confirmed in simulation that (14) and (17) approach, respectively, a normal distribution (with variance given by (15)) and a central Chi-squared distribution (with $M$ degrees of freedom) as $L$ increases.

3) Signal-and-noise analysis: When a signal is present within the noise, the correlation can be expressed by combining (5) and (7) as

$$R_{yy}^{(m)}(k) = \frac{1}{\sqrt{L}} \sum_{n=1}^{L} \left\{ (\sigma_x d_p c_n + \sigma_w w_n) \times (\sigma_x d_q c_{n+k} + \sigma_w w_{n+k}) \right\}$$ (18)

with $d_p$ and $d_q$ bit values depending on the value of $k$ as in (11). Equation (18) can further be developed as

$$R_{yy}^{(m)}(k) = \frac{\sigma_x^2}{\sqrt{L}} \sum_{n=1}^{L} d_p d_q c_n c_{n+k}$$

$$+ \frac{\sigma_x \sigma_w}{\sqrt{L}} \sum_{n=1}^{L} d_p c_n w_{n+k}$$

$$+ \frac{\sigma_x \sigma_w}{\sqrt{L}} \sum_{n=1}^{L} d_q c_{n+k} w_n$$

$$+ \frac{\sigma_w^2}{\sqrt{L}} \sum_{n=1}^{L} w_n w_{n+k}$$ (19)

The first term of (19) is non-random while the remaining terms are random since they contain the noise sample $w \sim \mathcal{N}(0, 1)$. The second and third terms of (19) are both normally distributed with zero mean and variance

$$\sigma^2 = \sigma_x^2 + \sigma_w^2$$ (20)

since $cd = \pm 1$ has no effect on the statistics of each term separately, and the sum of $L$ i.i.d. standard normal samples has a variance equal to $L$. The last term of (19) is the same as the noise-only scenario described in (14), and is therefore also normally distributed with zero mean and variance $\sigma_w^2$ as in (15). By assuming that the terms of (19) are independent, $R_{yy}^{(m)}(k)$ can be described as a normally distributed RV with mean $\mu_R^{(m)}$ equal to the first term of (19), and variance given by

$$\sigma_R^2 = 2 \sigma_x^2 \sigma_w^2 + \sigma_w^4$$ (21)

which is the sum of the variances of the three random terms in (19). The independence assumption is based on the fact that $k \neq 0$, the noise samples are i.i.d., and the spreading chips and data bits are independent. (Independence can further be ensured using a dual-channel receiver structure as in [18].)

By substituting (19) into (6), $\rho(k)$ becomes the sum of squares of $M$ nonzero-mean Gaussian RVs. The distribution of $\rho(k)$ can therefore be determined using the non-central Chi-squared distribution $\chi^2_M$ [17]. By normalising the variance of $\rho(k)$ it can then be shown that

$$\frac{M}{\sigma_R^2} \rho(k) \sim \chi^2_M$$ (22)

with non-centrality parameter

$$\rho_{nc} = \frac{1}{\sigma_R^2} \sum_{m=1}^{M} \left[ \mu_R^{(m)} \right]^2$$ (23)

since $R_{yy}^{(m)}(k)$ must be divided by $\sigma_R$ to normalise the variance.

a) Peak value:

When the spreading sequences align, the first term of (19) equals (11), and the mean value $\mu_R^{(m)}$ therefore equals (9). Using (9) as the mean value in (23), the non-centrality parameter can then be determined as

$$\rho_{nc} = \frac{\sigma_x^2 L M}{\sigma_R^2}$$ (24)

It can be confirmed in simulation that the peak value $\rho(k = N)$ scaled according to (22) will have a non-central Chi-squared distribution with non-centrality parameter given in (24).

b) Sidelobe values:

When the spreading sequences are misaligned, the first term of (19) equals (11), and the mean value $\mu_R^{(m)}$ therefore equals (12). Using (12) and (23), the non-centrality parameter can therefore be calculated as

$$\rho_{nc} = \frac{\sigma_x^2 M}{\sigma_R^2}$$ (25)

It can also be confirmed in simulation that the sidelobe values $\rho(k \neq N)$ scaled according to (22) will have a non-central Chi-squared distribution with non-centrality parameter given in (25).

D. Estimation performance bound

Estimation algorithm 1 takes the index $k$ of the maximum value of the mean-square correlation sequence $\rho(k)$ as the estimated sequence length $N_{est}$. The sequence length will therefore be estimated correctly if the peak of $\rho(k)$ is located at $k = N$. The estimation performance bound will be expressed in terms of the probability of correct estimation $P_{ce}$, which is the probability that the value $\rho(k)$ located at $k = N$ exceeds all other values located at $k \neq N$, defined as

$$P_{ce} = P \{ \rho(k = N) > \rho(k \neq N) \}$$ (26)

with $k = 1, 2, \ldots, K$ chosen such that a single distinct peak will be present within $\rho(k)$, assuming the SNR is sufficiently high as in Fig. 3(b). By defining the RVs $\rho_{peak} = \rho(k = N)$ and the largest sidelobe contender $\rho_{max} = \max[\rho(k \neq N)]$, the performance bound can further be developed from (26) as

$$P_{ce} = P(\rho_{peak} - \rho_{max} > 0)$$

$$= \int_{0}^{\infty} f_{diff}(z) \ dz$$ (27)
with \( f_{\text{diff}}(z) \) the probability density function (PDF) of the RV difference \( \rho_{\text{peak}} - \rho_{\text{max}} \), which can be calculated using [16]

\[
    f_{\text{diff}}(z) = \int_{-\infty}^{\infty} f_{\text{peak}}(z + v) f_{\text{max}}(v) \, dv
\]

which is simply the convolution between \( f_{\text{peak}}(z) \) and \( f_{\text{max}}(z) \), respectively the PDFs of \( \rho_{\text{peak}} \) and \( \rho_{\text{max}} \). \( f_{\text{peak}}(z) \) is the non-central Chi-squared PDF with non-centrality parameter given in (24), and \( f_{\text{max}}(z) \) is the PDF of the maximum of the \( K - 1 \) sidelobe values, where each one has a non-central Chi-squared PDF with non-centrality parameter given in (25). \( f_{\text{max}}(z) \) can therefore be expressed as [16]

\[
    f_{\text{max}}(z) = (K - 1) f_{\text{side}}(z) [F_{\text{side}}(z)]^{K-2}
\]

with \( f_{\text{side}}(z) \) and \( F_{\text{side}}(z) \) respectively the PDF and cumulative distribution function (CDF) of each of the i.i.d. sidelobe values. By evaluating (27) to (29) numerically, the performance bound in terms of \( P_{ce} \) over a range of SNR values (with \( L \) and \( M \) fixed) can be obtained as is done in Section V.

E. Choice of parameter values

It is important to note that the bound derived in Section III-D is the optimal estimation performance for technique 1. The bound is a function of the parameter values \( K \) (or range of \( k \)), \( L \), \( M \) and the SNR, under the assumptions that the segments and sequences align as in Fig. 4(b), and that a single correlation peak is present as in Fig. 3(b).

The actual estimation performance depends on the choice or assumptions made regarding these parameter values. The range of \( K \) constrains the estimated sequence length \( N_{\text{est}} \), and technique 1 can therefore only provide the correct answer as long as \( k = N \) is considered within the range of \( k \). The positions of segments within the intercepted signal and the value of \( L \) will also influence the performance as described in Section III-A (see Fig. 4). The number of segments \( M \) required to estimate \( N \) depends on the SNR, although the number of segments available may be less than required, depending on the number of samples (containing the DSSS signal) intercepted. It can be shown that a lower SNR value will require more segments to maintain a given \( P_{ce} \) value, as more segments will be required to reduce or average out the noise.

Although the estimation technique presented here is blind, parameter values for \( K \), \( L \) and \( M \) must be chosen correctly in order to determine \( N \). The ranges of \( k \) and \( L \) may be set up according to known or expected DSSS sequence lengths or an exhaustive search may be required to find an autocorrelation peak. Although real-time application of the algorithm is possible in high-SNR scenarios, the typical low-SNR scenario considered in this paper will necessitate offline analysis on a high-performance computing (HPC) platform as large values of \( M \) (and large ranges of \( k \) and \( L \)) would be required to perform estimation.

IV. ESTIMATION TECHNIQUE 2: EIGEN ANALYSIS

Eigenvalues are used in several signal analysis techniques, including signal detection and parameter estimation. PCA [19] and singular value decomposition (SVD) [20] are two such related approaches where the principal components (dominant eigenvectors) or singular values (square roots of eigenvalues) are extracted from a matrix constructed from the intercepted signal. An example PCA technique to estimate spreading sequences by concatenating the first two eigenvectors of the covariance matrix of the intercepted signal is presented in [21]. Several SVD methods used to estimate the parameters of sinusoids in noise are available in the literature. Examples include estimation of signal parameters via rotational invariance techniques (ESPRIT) [22] and matrix pencil algorithms [23], where generalised eigenvalues of matrix pencils are extracted to estimate the parameters of interest [24].

More recently, eigenvalue techniques have been suggested to perform spectrum sensing in cognitive radio applications [25]. The presence of a primary user can be detected by using test statistics based on eigenvalues of a fusion matrix constructed from signal samples collected cooperatively from distributed sensors [26]. A similar DSSS detection technique that uses the largest eigenvalue of the covariance matrix of the intercepted signal as test statistic is presented in [8].

In this section we wish to show that the detection technique described in [8] can be adapted to determine the sequence length of a hidden DSSS transmission. Subsequently, the portion of the technique presented in [8] which is required to develop the sequence estimation algorithm is reviewed, and the estimation technique itself is then presented.

A. Largest eigenvalue sequence

The detection technique of [8] consists of two stages. During the first stage, the baseband intercepted signal of (1) is divided into non-overlapping segments containing \( D \) samples each, and the segments are then stacked to form the \( D \times D \) detection matrix given by

\[
    Y = \sigma_x X + \sigma_w W
\]

with \( X \) the data matrix (containing the spreaded data) and \( W \) the AWGN matrix with i.i.d. elements.

During the second stage, the largest eigenvalue \( \lambda_{Y,1} \) of the sample covariance matrix (SCM) of \( Y \), denoted as [19]

\[
    R(Y) = \frac{Y^T Y}{D}
\]

is calculated. A sequence of largest eigenvalues of \( R(Y) \) is then formed by cyclically shifting the elements of \( Y \) to the left and upwards, such that the first element in each row moves to the last element of the row above it. The top left element of \( Y \) is removed, and the lower right element takes on a new sample value. For each cyclic or time shift \( \tau \) of \( Y \), the largest eigenvalue is calculated, to form a sequence \( \lambda_{Y,1}(\tau) \).

Fig. 5 shows the largest eigenvalue sequences formed when the Barker-11 code is considered for different values of \( D \), for the signal-only scenario (\( \sigma_x = 1 \) and \( \sigma_w = 0 \) in (30)). Clearly, when \( D = N = 11 \), the eigenvalue sequence exhibits a more regular pattern and has a larger mean (and variance) compared with the other values.
mean of the largest eigenvalue sequence will be located at $N$ as shown in Fig. 6(b). Since the mean value increases along with $D$ as shown in Fig. 6(a), the mean of $\lambda_{Y,1}(\tau)$ exhibits a pattern with period $N$ for $D = N$, $\lambda_{X,1}(\tau)$ exhibits a pattern with period $N$ as $X$ is cyclically shifted. By considering all possible combinations of code and data values for any cyclic shift of $X$, it can be shown that the discriminant in (33) has ranges

$$\Delta \in \begin{cases} [0,N^4] & (N \text{ even}) \\ [2N^2-1,N^4] & (N \text{ odd}) \end{cases}$$

(34)

and the largest eigenvalue sequence is therefore bounded according to

$$\lambda_{X,1} \in \begin{cases} \left[ \frac{N}{2},N \right] \sigma_x^2 & (N \text{ even}) \\ \left[ \frac{N^2-1}{2N},N \right] \sigma_x^2 & (N \text{ odd}) \end{cases}$$

(35)

which are the bounds shown (for $N$ odd) in Fig. 5.

2) Noise-only analysis: If $\sigma_x = 0$ in (30) such that $Y = \sigma_w W$, the SCM

$$R(Y) = \sigma_w^2 R(W)$$

(36)

from (31) has a maximum rank of two, such that its eigenvalues are the roots of a quadratic polynomial, which can be expressed in the form [8]

$$\lambda_X = \frac{N^2 \pm \sqrt{\Delta}}{2N} \sigma_x^2$$

(33)

since the spreading code and data bits have values $\pm 1$. Also note that both eigenvalues will be nonnegative, as the SCM $R(\cdot)$ is positive semidefinite [17]. As illustrated in Fig. 5 for $D = N$, $\lambda_{X,1}(\tau)$ exhibits a pattern with period $N$ as $X$ is cyclically shifted. By considering all possible combinations of code and data values for any cyclic shift of $X$, it can be shown that the discriminant in (33) has ranges

$$\Delta \in \begin{cases} [0,N^4] & (N \text{ even}) \\ [2N^2-1,N^4] & (N \text{ odd}) \end{cases}$$

(34)

and the largest eigenvalue sequence is therefore bounded according to

$$\lambda_{X,1} \in \begin{cases} \left[ \frac{N}{2},N \right] \sigma_x^2 & (N \text{ even}) \\ \left[ \frac{N^2-1}{2N},N \right] \sigma_x^2 & (N \text{ odd}) \end{cases}$$

(35)

which are the bounds shown (for $N$ odd) in Fig. 5.

2) Noise-only analysis: If $\sigma_x = 0$ in (30) such that $Y = \sigma_w W$, the SCM

$$R(Y) = \sigma_w^2 R(W)$$

(36)
with $\Gamma(\cdot)$ the Gamma function, $z_0$ the location parameter, $\alpha$ the shape, and $\theta$ the scale, respectively given by

$$z_0 = \frac{\sigma_w^2 (\mu_x - 9.8209 \sigma_x)}{D}$$
$$\alpha = 46.5651$$
$$\theta = \frac{0.1850 \sigma_w^2 \sigma_x}{D}$$

with centre and scaling parameters [27]

$$\mu_x = \left(\sqrt{D-1} + \sqrt{D}\right)^2$$
$$\sigma_x = \sqrt{\mu_x \left(\frac{1}{\sqrt{D-1}} + \frac{1}{\sqrt{D}}\right)^\frac{1}{2}}$$

Furthermore, the support region of (37) can be expressed as [29]

$$z \in [z_0, z_0 + 2\alpha \theta]$$

(38)

3) Signal-and-noise analysis: When both $\sigma_x > 0$ and $\sigma_w > 0$ in (30), the SCM of (31) can be written as

$$R(Y) = \sigma_x^2 R(X) + \sigma_w^2 R(W) + E$$

(39)

with the cross-term or error matrix

$$E = \frac{\sigma_x \sigma_w}{D} \left[X^T W + W^T X\right]$$

(40)

which is zero under the assumption that the signal and noise are uncorrelated. Under this assumption, $R(Y)$ is a linear function of $R(X)$ and $R(W)$ as indicated by (39), although the eigenvalues of $R(Y)$ are nonlinear functions of the eigenvalues of $R(X)$ and $R(W)$ [30]. According to the Weyl inequalities [30]-[32], the largest eigenvalue of $R(Y)$ is however bounded according to

$$\lambda_{\text{min}} \leq \lambda_{Y,1} \leq \lambda_{\text{max}}$$

(41)

with the upper and lower bounds given by [8]

$$\lambda_{\text{max}} = [\lambda_{X,1}]_{\text{max}} + [\lambda_{W,1}]_{\text{max}}$$

(42)

$$\lambda_{\text{min}} = \max \left\{[\lambda_{X,1}]_{\text{min}}, [\lambda_{W,1}]_{\text{min}}\right\}$$

(43)

Note that both $[\lambda_{X,1}]_{\text{min}}$ and $[\lambda_{W,1}]_{\text{min}}$ are less than or equal to $\lambda_{Y,1}$, though the tightest lower bound is obtained by taking the maximum of the two. The upper bound can be written from (42) as [29]

$$\lambda_{\text{max}} = N \sigma_x^2 + z_0 + 2\alpha \theta$$

(44)

using the upper bounds given in (35) and (38). The lower bound can similarly be obtained from (43) using the lower bounds of (35) and (38). For $N$ odd, the lower bound can therefore be expressed as

$$\lambda_{\text{min}} = \max \left\{\frac{N^2 + \sqrt{2N^2 - 1}}{2N} \sigma_x^2, z_0\right\}$$

(45)

from which it can easily be shown that $\lambda_{\text{min}} = z_0$ for small SNR values.

A simulated example of the largest eigenvalue sequence for $\sigma_x = \sigma_w = 1$ (SNR of 0 dB) is shown in Fig. 7 for the Barker-11 code for different values of $D$ similar to Fig. 5. The eigenvalue bounds given in (44) and (45), and the measured mean value $\lambda_{\mu}$ of $\lambda_{Y,1}(\tau)$ are also shown. When $D = N$, the mean $\lambda_{\mu}$ clearly exceeds the means of the eigenvalue sequences associated with $D \neq N$, which is also illustrated in Fig. 6(a).

D. Choice of parameter values

The discussion of Section III-E is also relevant to technique 2. The range over which the matrix dimension $D$ should be evaluated and the number of matrices (maximum time shift $\tau$) to be considered to calculate the average eigenvalue must be chosen, similar to the suggestions made for the parameters of technique 1. As the calculation of eigenvalues are computationally expensive [8], technique 2 will also typically require off-line analysis.

V. SIMULATION RESULTS

This section provides Monte Carlo simulation results obtained by implementing the communication and intercept models of Section II in software. The performance of the two estimation techniques presented in Sections III and IV were evaluated against a Barker code $(N = 11)$ and m-sequence $(N = 63)$ with generator polynomial $g(X) = X^6 + X + 1$. The output of each estimation technique is the estimated sequence length $N_{\text{est}}$, which is compared with the actual sequence length $N$ in order to evaluate the performance of each estimation technique.

A. Probability of estimation

Fig. 8 shows the probability of estimation $P_{\text{est}}$ obtained over a range of values for $N_{\text{est}}$ when the Barker-11 code is considered. Fig. 8(a) shows the results obtained using technique 1 for segment lengths $L = \{5, 11\}$ and $\text{SNR} = \{-15, -12\}$ dB. The sidelobe values (for $N_{\text{est}} \neq N$) are shown to be uniformly distributed, while a peak is observable (depending on $L$ and the SNR) at $N_{\text{est}} = N$. The peak value increases while the sidelobe values decrease, as the SNR increases. Furthermore,
the value at $N_{\text{est}} = N$ is the highest for $L = N$, provided that the SNR is sufficiently high.

Similarly, Fig. 8(b) shows the results obtained using technique 2 for different SNR values. The distribution of the sidelobe values can be explained from Fig. 6; the derivative of the mean of $\lambda_{Y,1}(\tau)$ is positive for small values of the square matrix dimension $D$, and decreases as $D$ increases. The minimum value of the derivative will therefore typically (depending on the SNR) be located at $N_{\text{est}} \geq N$. As the SNR increases, the probability that $N_{\text{est}} = N$ will also increase.

B. Probability of correct estimation

As discussed in Section III-D, the performance of the estimation techniques can be evaluated in terms of the probability of correct estimation $P_{\text{ce}}$, which is the probability that $N_{\text{est}}$ will equal $N$. Fig. 9 shows the simulated $P_{\text{ce}}$ over a range of SNR values for the two estimation techniques against the Barker-11 code.

For technique 1, $10^5$ runs of $M = 1000$ segments (of length $L$ each) were simulated for each SNR point shown, with the maximum time shift $K = 2L - 1$. Different segment sizes $L$ were considered, and when $L$ matches $N = 11$, the best performance is obtained. When $L < N$, the performance degrades due to partial correlation of incomplete spreading sequences as explained in Section III-A. When $L > N$, the performance improves since some segments contain complete spreading codes, though the performance is still worse compared with $L = N$, since fragments of spreading codes within segments reduce the correlation peaks (also due to partial correlation). The theoretical bound for technique 1 given by (27) is also shown, which is nearly attained by the $L = 11$ curve. (The $L = 11$ curve does not match the theoretical curve exactly since $L$ or $N$ is not sufficiently long.)

For technique 2, the mean of the largest eigenvalue sequence $\lambda_{\mu}$ was calculated by shifting 1000 bits through the detection matrix $Y$ as explained in Section IV. The same data sequence was used to calculate $\lambda_{\mu}$ for a single simulation run, during which the range of matrix dimensions $D = 1, \ldots, 2N - 1$ were evaluated for each SNR point. A total of $10^4$ simulation runs was completed per SNR value. Fig. 9 indicates that technique 2 outperforms the best possible performance of technique 1 for SNR values exceeding approximately $-11$ dB. When the segment size of technique 1 is chosen as $L = 5$, technique 2 outperforms technique 1 by up to 4 dB.

Similar to Fig. 9, the simulated $P_{\text{ce}}$ performances of the two estimation techniques against the length-63 m-sequence are shown in Fig. 10. The theoretical performance bound for technique 1 predicted in (27) is approached for $L = N$, and worse performances are shown for both $L < N$ and $L > N$ as in Fig. 9. Furthermore, technique 2 exceeds the best possible performance of technique 1 by approximately 4 dB. By comparing Figs. 9 and 10, it is clear that the estimation performance improves for a larger value of $N$.

Figs. 9 and 10 also indicate that both techniques 1 and 2 will be able to correctly estimate the sequence lengths (with $P_{\text{ce}} = 1$) of DSSS transmissions at the SNR levels given in terms of the maximum tolerable BER and channel requirements described in Section II.

VI. CONCLUSION

Two novel techniques based on autocorrelation and PCA were presented to blindly estimate the sequence length $N$ of an intercepted DSSS transmission hidden within noise. Mathematical analyses and results of a simulation study for each technique were given.

The autocorrelation technique computes the mean-square correlation between segments of the intercepted signal and takes the index value of the first peak as the sequence length. The performance of this technique depends on the choice of the segment length $L$, with best performance if $L = N$. Furthermore, the range of $k$ over which the correlation peak
is searched must include $k = N$ and the number of segments $M$ must be sufficient to suppress the noise. This technique is similar to the correlation spike spacing estimation algorithm suggested in [11], and was used to establish a reference performance in terms of probability of correct estimation $P_{ce}$ over SNR.

The eigen-analysis technique computes the mean value $\lambda_u$ of the largest eigenvalue sequence of the intercepted signal for a range of square data matrix dimensions $D$. It was shown in this paper that $\lambda_u$ is much larger when $D$ equals the spreading sequence length $N$. The sequence length can therefore be determined as the value of $D$ at which $\lambda_u$ versus $D$ has a peak value. The eigen-analysis technique, adapted from the detection technique of [8], was also shown to have superior estimation performance compared with the reference autocorrelation technique.

VII. FUTURE WORK

In this paper it was assumed that the signal of interest was detected first such that the estimation algorithm was applied to a signal that is presently clear within noise. However, it cannot always be ascertained that the signal of interest is present before attempting to perform estimation. In certain applications, detection and estimation can be formulated as a single problem which can provide improved results [33]. The estimation techniques presented in this paper can be adapted to function as detection algorithms by using the estimated parameters as detection test statistics. A confidence level that the sequence length is estimated correctly can also be established by evaluating the consistency of the estimated value.

Furthermore, only spreading codes with noise-like autocorrelation characteristics, including Barker codes and m-sequences, were considered in this paper. How to blindly estimate the sequence length of orthogonal codes, such as Walsh codes which have multiple sidelobe correlation peaks, remains an open question.
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