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Abstract—We consider online partially observable Markov
decision processes (POMDPs) which compute policies by local
look-ahead from the current belief-state. One problem is that
belief-nodes deeper in the decision-tree increase in the number
of states with non-zero probability they contain. Computation
time of updating a belief-state is exponential in the number of
states contained by the belief. Belief-update occurs for each node
in a search tree. It would thus pay to reduce the size of the
nodes while keeping the information they contain. In this paper,
we compare four fast and frugal methods to reduce the size of
belief-nodes in the search tree, hence improving the running-time
of online POMDP algorithms.

I. INTRODUCTION

Online partially observable Markov decision process
(POMDP) algorithms typically perform forward search up to
a fixed horizon in the belief space for selecting an agent’s
next action. Forward search in the belief space generates
a belief-decision-tree, where the nodes in the tree represent
belief-states (belief-nodes). One of the major problems with
these belief-decision-trees is the exponential growth of the
node-size with increasing depth of the tree. Assume node b
is at tier h of a decision-tree, and a stochastic action with
n probabilistic outcomes performed in b, with a subsequent
observation. A successor node b′ computed by a belief-update
function (see Eq. 1 in Sec. II-A), contains n · |b| states (in
the worst case). Then node b′′ reached from b′ could have
n · |b′| = n2 · |b| states and so on. Computation of the belief-
update is quadratic in the size of the belief-node. Hence, in
general, there are O(n2h|b0|2) = O(n2h) computations for
the belief-update at depth h, where b0 is the root node (the
agent’s initial belief). The problem is compounded by belief-
update occurring for each node in the search tree. Moreover,
due to online algorithms usually being used in real-time, belief-
update during search is required to be very fast.

Consider the following scenario: A robot is deployed in a
courtyard after a party to pick up paper plates and empty beer
and soft-drink cans. The wind may blow; the harder the wind
blows, the more the plates and cans move around. Suppose
the robot has its sites on a plate; the longer it takes to plan its
route to the plate, the longer it will take to get there. And the
longer it takes to reach the plate, the more likely it is that the
plate will have blown away by the time the robot reaches the
place where the plate was lying. If the robot is able to take
some reasoning shortcuts, it could plan its route faster and
reach the position of a plate or a can faster, perhaps before

the littered item blows away. However, due to inaccuracies
in its route planning, the robot may not end up in the desired
location anyway. Nevertheless, if the items are blowing around
at quite a rate (but not so much as to make the robot useless),
it is reasonable to want the robot to be more reactive at the
cost of accuracy. In a laboratory, for instance, actions must
be accurate and mistakes are hardly tolerated. However, in
many dynamic environments, like cleaning up after a party,
inaccuracy is easily tolerated, as long as the job gets done.

In this work, we assume that the agents take into account
the imperfections of their actuators and sensors, which causes
the agents to have noisy data about them. The actions and
sensors of such agents could be modeled and controlled by
the POMDP framework. In particular, an online POMDP
algorithms may be used. In this paper, we investigate four fast
and frugal methods to condense (reduce) the size of belief-
nodes in a belief-decision-tree and thus improve the running-
time of online POMDP algorithms. We investigate the trade-
off between rewards returned and running-time (i.e., reactivity)
for different levels of dynamism in the environment. Through
experiments, we show that some of the condensation methods
make algorithms significantly more effective.

The paper is organized as follows. In the next section, we
formally define partial observable Markov decision processes
and sketch the idea behind online POMDP planning methods.
Next, we mention the related work. Then we introduce the four
different belief-state size reduction methods. Finally, our ex-
periments are explained, the results discussed and conclusions
drawn.

II. PRELIMINARIES

A. Finite Horizon POMDPs

In a partially observable Markov decision process
(POMDP), the actions the agent performs have non-
deterministic effects in the sense that the agent can only predict
with a likelihood in which state it will end up after performing
an action. What is more, its perception is noisy. That is, when
the agent uses its sensors to determine in which state it is, it
will have a probability distribution over a set of possible states
to reflect the conviction it has that it is in a state.

Formally, a POMDP is a tuple 〈S,A, T ,R,Z,O, b0〉 with
S a finite set of states of the world (that the agent can be
in), A a finite set of actions (that the agent can choose to



execute), T (s, a, s′) denoting the probability of being in s′

after performing action a in state s, R(a, s) the immediate
reward gained for executing action a while in state s, Z a
finite set of observations the agent can perceive in its world,
O(s′, a, z) denoting the probability of observing z in state s′
resulting from performing action a in some other state, and b0
the initial probability distribution over all states in S .

A belief-state b is a set of pairs (s, p) where each state s
in b is associated with a probability p. All probabilities must
sum up to one, hence, b forms a probability distribution over
the set S of all states. To update the agent’s beliefs about the
world, a special function τ(z, a, b) = bn is defined as

bn(s
′) =

O(s′, a, z)
∑

s∈S T (s, a, s′)b(s)
Pr(z|a, b)

, (1)

where bn(s
′) denotes the probability of the agent being in

state s′ in the ‘new’ belief-state bn. Note that Pr(z | a, b) is a
normalizing constant.

Let the planning horizon h (also called the look-ahead
depth) be the number of future steps the agent plans ahead each
time it selects its next action. V ∗(b, h) is the optimal value of
future courses of actions the agent can take with respect to a
finite horizon h starting in belief-state b. This function assumes
that at each step the action that will maximize the state’s value
will be selected.

V ∗(b, h) =max
a∈A

[
RB(a, b)

+ γ
∑
z∈Z

Pr(z | a, b)V ∗(τ(z, a, b), h− 1)
]
, (2)

where RB(a, b)
def
=

∑
s∈S R(a, s)b(s), 0 < γ < 1

is a factor to discount the value of future rewards and
Pr(z | a, b) denotes the probability of reaching belief-state
bn = τ(z, a, b). While V ∗ denotes the optimal state-value,
function Q∗ denotes the state-action value: Q∗(a, b, h) =
RB(a, b)+γ

∑
z∈Z Pr(z | a, b)V ∗(τ(z, a, b), h−1) is the value

of executing a in the current belief-state, plus the total expected
value of belief-states reached thereafter.

B. Online POMDP Algorithms

Online POMDP methods consist of two phases, a planning
phase where a finite sequence of actions is computed, and an
execution phase where the actions are executed in the real
environment. After executing the actions, the agent switches
back to the planning phase.

In the planning phase, a tree with belief-states as nodes is
generated, with the current belief-state as the root node. It is
expanded up to the given depth D. Arcs represent actions and
their resulting observations. At each node (belief-state), certain
action executions are considered, and a decision can be made
about which action the agent would execute if it were in the
projected belief-state. Such a tree for planning with belief-
states is called belief-decision-tree. Figure 1 depicts a belief-
decision-tree of depth 1. The actions that are considered are
the action left and right, the observations the agent can make
are o1 to o4, leading to four new different nodes. Planning
continues until (i) the time for planning runs out, (ii) the value
of the best action so far is satisfactory (ε-optimal) or (iii) the
decision process has completed. If cases (i) or (ii) are not
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Fig. 1. A belief-decision-tree, with two actions, left and right , and two
corresponding possible observations each, o1, o2 and respectively o3, o4.
Triangles represent belief-states, and circles represent points when the agent
processes its perception.

satisfied, a node from the fringe of the current tree is set as
the root of a new tree which will be searched to depth D
again, and so on. In case (iii), search will proceed to depth
D, independent of time or whether the action considered for
execution is satisfactory according to some prior knowledge.
During planning with a belief-decision-tree, it is assumed that,
at each node, the action that maximizes the expected rewards
will be executed. That is, a∗ = argmaxa∈AQ

∗(a, b′, h′) is
employed at the node representing b′, where h′ is the number
of steps to go. Once the whole tree is created, node values are
propagated backwards from the leaf nodes to ancestors, upto
the root node, using Equation (2).

In this work, we use two online POMDP algorithms: the
Monte Carlo (MC) Sampling approach of McAllester and
Singh [1], and a version of Real-Time Belief Space Search
(RTBSS), which was first proposed by Paquet, Tobin and
Chaib-draa [2].

III. RELATED WORK

Two sources for the intractability of solving POMDPs
optimally are usually cited in the literature [3]. First is the
curse of dimensionality, which refers to (in the case of a
model with discrete states) a belief space having a dimension
equal to the number of states. For instance, a domain modeled
with 1000 states has a 1000-dimensional belief space! Poupart
and Boutilier [4] show how to compress the state space
such that the value function finds (almost) the same policies
when referring to the compressed and original state spaces.
Compression is steered by finding the Krylov subspace for
the reward function. Roy, Gordon and Thrun [5] show how
to compress a state space by applying a variant of Principal
Components Analysis to a set of samples from beliefs that
the agent can expect to experience in the higher-dimensional
space. Planning is then done in the lower-dimensional space.

Second is the curse of history, which refers to the num-
ber of possible belief-states that must be considered during
planning increases exponentially with the planning horizon.
Kurniawati et al. [6] reduce the effective horizon in robot
motion planning by using a particular (offline) point-based
POMDP solver: a compact representation of the state space
is constructed by sampling “milestones” from the state space,
and then uses this representation to guide sampling in the belief
space. He, Brunskill and Roy [7] tackle the horizon problem
for online planning for large systems (“many state variables,



where each variable may take on a large or infinite number
of potential values”) that need predictions for actions many
steps into the future. Their work uses macro-actions, which are
pre-defined or learned meaningful sequences of action. Single
actions are selected by doing forward search in a restricted
policy space defined by a set of macro-actions.

A strategy for policy generation in dynamic environments
that deals with the two ‘curses’ mentioned is continuous
planning or agent-centered search [8]. Agents employing this
strategy compute future actions with only local look-ahead.
Online POMDP algorithms, as discussed in Section II-B use
this strategy [9]. But the curse of outcomes—exponential
growth of belief-state size in the number of steps—can be
considered as a third source of potential intractability in
POMDP algorithms. While much work is focused on over-
coming the curse of dimensionality and some work focuses on
overcoming the curse of history, we focus on overcoming the
curse of outcomes. Much work has been done to represent the
POMDP more compactly, either the dynamics of the process
are factored into independent structures [10], [1], [11] or
the states are specified/identified in some logical formalism
[12], [13], [14]. These approached usually reduce the effective
number of outcomes.

All these approaches want to reduce the computation
by reducing the problem representation size directly or by
identifying the informational structure of the problem. Our
approach does not require any special representation and it
does not require pre-computations on the belief space. Our
approach does local online optimization. That is, to condense
a belief-node, the nature of each node is considered as it is
‘encountered’ during planning. This has the advantage that
no matter how dynamic the domain, that is, no matter how
often the domain model changes, nothing extra needs to be
done for planning to continue. Nevertheless, just as methods
to overcome the first two curses do not necessarily compete
against each other, methods to overcome the third curse does
not necessarily compete with the other two.

IV. THE FOUR CONDENSATION METHODS

In this paper, we assume that the small local policy sought
by an online algorithm is simply one action. Hence, an agent
will deal with its environment as follows: using an online
POMDP algorithm with the agent’s current belief-state as
input, a single action is selected and immediately executed.
When the current observation is obtained, the belief-state is
updated and the process repeats. The basic idea is to reduce
the size of a belief-state by retaining only a small number
of representative states. As the number of states in a belief
reduces, performing belief-update on the ‘condensed’ belief
will be significantly faster.

Four fast and frugal methods will be investigated:
(1) Mean-as-threshold (MT): retain all states with probability
greater than or equal to the mean of the probabilities of
all the states. (2) Most-expected-medoid (MEM): retain only
the single state that is closest to the center, weighted by its
probability. (3) Centroids-of-dense-regions (CDR): retain states
that are the centroids of dense regions, according to some
measure of density. (4) Random-states (R(n)): randomly select
n states from each belief-node during search.

In the case when no condensation method is applied to the
planning algorithm, we call it the “baseline” method (BL).
Except for the ‘random’ method, which needs no further
explanation, we motivate and describe the other four methods
in the following subsections. Methods MEM and CDR require
a measure of distance between states. We define the distance
between two states as the sum of ‘differences’ in state variables
between two states s1 and s2. Formally,

dist(s1, s2)
def
=

|s|∑
i=1

diff (vi(s1), vi(s2)), (3)

where |s| is the number of features describing a state (i.e., the
number of variables), vi(s) is the value of variable i for state s
and diff (v, v′) is the user-defined difference between variable
values v and v′. Of course, other distance measures can also
be applied.

A. Mean as Threshold

For each belief-node generated, a subset of states with
probabilities above a certain threshold are retained. Using the
mean of the probabilities µb of the states in b as a threshold
seems to be a reasonable heuristic for selecting states with
probabilities relatively high compared to all the states in the
node. We define the set of most probable states of a set b as
mp(S)

def
= {s ∈ S | s ≥ µb}. The computational complexity

of MT is in O(2|b|).

B. Most Expected Medoid

Given a set of data points, the set’s medoid is the point
in the set that is on average closest to all points in the set
[15]. Here we define the most representative state of a belief
as the most expected medoid (MEM). Let m = mem(b),
where b is a belief-state. Then m is the most expected medoid
of b: mem(b)

def
= argmaxs

(
b(s)

D(s,b)

)
, where D(s, b) =

1
|b|
∑|b|

i=1 dist(s, si). D(s, b) is the average distance of s to
every state in b. Note that if the probability distribution over
b is uniform, m = argmins(D(s, b)), that is, when the
likelihoods of states are not considered, then m is the ‘regular’
medoid. Hence, with the MEM method, the condensed belief-
state b′ = {(mem(b), 1)}. The computational complexity of
MEM is in O(|b|2).

C. Centroids of Dense Regions

This method retains the states at the centers of groups
of states, where such groups have a particular property.
The center state is called the centroid, and the group is
all the states that are within a radius r around the cen-
troid (i.e., the r-region). The value of r is chosen such
that, on average for the states s in belief b, the density
of the r-region around s is maximal. Let neibs(s, r, b) be
the neighboring states of centroid s within the r-region, in
belief-state b: neibs(s, r, b)

def
= {s′ ∈ b | dist(s′, s) ≤ r}.

Then, density(s, r, b)
def
= 1

r

∑
s∈neibs(s,r,b) b(s). The property

mentioned above—that a region must have for its centroid s
to be retained—is that the density of s’s r-region must be
greater than or equal to the average density of r-regions in b:
densityAvg(r, b)

def
= 1

|b|
∑

s∈b density(s, r, b). Determining



which radius maximizes densityAvg(r, b) is estimated by
choosing r ∈ Radii that maximizes densityAvg(r, b), where
Radii is a set of radii. Radii is determined as follows. Let
dmin be the distance (using dist(·), Eq. 3) of the nearest
neighbor, on average for states in b. Let n be a user-supplied
parameter from the natural numbers. Then, Radii = {dmin ×
k ∈ R | k = 1, 2, . . . , n}. Our experimental result suggests
a number of n = 3. We define the estimated density factor
of belief-state b, given a set of Radii as edf(b, Radii)

def
=

maxr∈Radii densityAvg(r, b). The computational complexity
of CDR is quadratic in the size of the belief-state being
reduced. In the worst case, an r-region will contain all states
in b. Determining dmin is in O(|b|2); calculating the estimated
density factor is in O(|Radii||b|2) in the worst case and
deciding which states to retain lies in O(|b|2) in the worst
case. Normalizing b′ is linear in |b′|. Therefore, CDR is in
O((2 + |Radii|)|b|2 + 2|b′|) in the worst case.

V. EXPERIMENTS

We performed experiments in a POMDP domains called
CleanUp (presented for the first time in this paper).
CleanUp[M,N ] is a M × M grid-world with N scattered
items to collect. The aim in this domain is for the agent
to collect as many items as possible. But depending on the
dynamism of the domain, items may move. In CleanUp,
states are quadruples (x, y, d, t), with x, y ∈ {1, · · · ,M}
being the coordinates of the agent’s position in the world,
d ∈ {North,East ,West ,South} the direction it is facing,
and t ∈ {0, 1}, t = 1 if an item is present in the cell
with the agent, else t = 0. The agent can perform five
actions {left , right , forward , see, collect}, meaning, turn left,
turn right, move one cell forward, see whether an item is
present and collect an item. The only observation possible
when executing one of the ontic actions is obsNil , the null
observation, and see has possible observations from the set
{0, 1} for whether the agent sees the presence of an item (1)
or not (0). Next, we define the possible outcomes for each
action: When the agent turns left or right, it can get stuck in
the same direction, turn 90◦ or overshoots by 90◦. When the
agent moves forward, it can get stuck or move one cell too far,
the agent can see an item or see nothing (no item in the cell)
and collecting is deterministic (if there is an item present, it
will be collected with certainty, if the agent executes collect).

So that the agent does not get lost too quickly, we have
included an automatic localization action, that is, a sensing
action returns information about the agent’s approximate loca-
tion. The action is automatic because the agent cannot choose
to perform it or not to perform it; the agent localizes itself
after every regular/chosen action is executed. However, just
as with regular actions, the localization sensor is noisy, and
it correctly reports the agent’s location with probability 0.95,
else the sensor reports a location adjacent to the agent with
probability uniformly distributed over 0.05. To avoid the agent
getting stuck (making stupid decisions), the agent would get
punished for visiting cells, in proportion to the number of
times the cell has been visited in the present trial. Rewards
are given in proportion to the Manhattan distance from the
closest item and a big (2200 units) reward for collecting an
item. We found that the agent performs better when it gets
ten units for seeing, else it tends not to want to perform see.

Actions cost nothing. The measure used in MEM and CDR
for the distance between two states is the Manhattan distance
between the positions represented in the respective states,
plus Angle/90◦, where Angle is the lesser angle between
two directions (e.g., difference between North and East is
one, and between West and East is two). Tables I and II
show the results for CleanUp[6,12] (288 states, 5 actions, 3
observations). The agent’s initial position and direction per
trial are random.

We shall define three levels of dynamism: low, medium and
high. Dynamism is low when no items move. When dynamism
is medium, an item moves every 4.83 seconds (for MC) or
every 1.08 seconds (for BB). When dynamism is high, an item
moves every 2.42 seconds (for MC) or every 0.54 seconds (for
BB). Parameters were set as follows: discount factor of γ =
0.9, number of samples c = 20 (for MC) and horizon h = 5.
Results are provided for the average number of items collected
per hour per trial (ic/h), the average number of rewards per
action executed (R/a), the average time (in seconds) it takes
to select an action (sec/a), the average rewards gained per
second (R/sec) and the average number of states per node
(#sn). For each of the four condensation methods, for both
of the POMDP algorithms, ten trials were run for each of the
three levels of dynamism. Due to the extreme running times
of the baseline method, only five trials could be run (for each
level of dynamism). The agent was allowed to execute thirty-
six actions per trial. All experiments were conducted on an
Intel CORE i7 CPU, 2.0 GHz (boosting to 2.8 GHz), with
4 GB RAM.

VI. DISCUSSION OF RESULTS

In each of the six tables, results were ranked according
to items collected per hour (ic/h)—a method and its results
are placed higher in a table if it causes the agent to collect
more items per hour on average per trial. It is important to
note, however, that ic/h is only one of many measures of
effectiveness. Using ic/h assigns more or less equal weight to
accuracy (R/a) and reactivity (sec/a). In every case, apply-
ing either Mean-as-threshold or randomly selecting one state
(R(1)) yields the best performance according to our simple
ic/h metric. We also recorded standard deviation of R/a
(not shown). When dynamism is medium (e.g.), with the MC
algorithm, the percentage standard deviation for MT was 24
and for R(1) was 73, and with the BB algorithm, the percentage
standard deviation for MT was 64 and for R(1) was 62.
Applying no condensation (the baseline method) or the MEM
method always results in the worst performance according to
our metric. Employing the Monte Carlo algorithm, the CDR
method yields average performance for all three levels of
dynamism. However, when employing the Branch-and-Bound
algorithm, the method fares poorly. Ignoring BL, actions are
executed (planned for) at the same speed on average for
all three levels of dynamism (for both algorithms). Again,
ignoring BL, items collected per hour increase on average, with
the increase in dynamism—slightly for MC and noticeably for
BB. However, the rank orders remain more or less the same
for all the experiments.



TABLE I. EXPERIMENT RESULTS FOR THE MONTE CARLO ALGORITHM. (A) LOW DYNAMISM. (B) MEDIUM DYNAMISM (C) HIGH DYNAMISM.

(a)
Method ic/h R/a sec/a #sb #sa

MT 16.7 274 26.3 2.52 1.32
R(1) 11.1 112 15.3 2.00 1.00
CDR 10.7 262 39.3 4.18 2.41
R(3) 5.26 111 34.2 5.19 2.96
R(5) 3.14 76.7 47.8 8.13 4.86
MEM 2.98 108 16.8 1.98 1.00

BL 0.490 217 737 55.7 55.7

(b)
Method ic/h R/a sec/a #sb #sa

MT 19.0 263 20.5 2.60 1.36
R(1) 11.4 127 16.6 1.99 1.00
CDR 7.12 197 43.5 4.29 2.47
R(3) 6.36 165 36.1 5.19 2.95
R(5) 6.02 231 54.8 8.18 4.86
MEM 0.947 64.4 10.6 1.97 1.00

BL 0.520 180 538 53.9 53.9

(c)
Method ic/h R/a sec/a #sb #sa
R(1) 29.0 229 12.3 2.01 1.00
MT 15.2 210 20.3 2.49 1.30

CDR 13.0 268 30.1 4.06 2.33
R(3) 8.82 233 37.4 5.21 2.95
R(5) 6.15 235 58.5 8.26 4.87
MEM 4.94 81.0 12.1 1.99 1.00

BL 0.511 153 430 56.8 56.8

TABLE II. EXPERIMENT RESULTS FOR THE BRANCH-AND-BOUND ALGORITHM. (A) LOW DYNAMISM. (B) MEDIUM DYNAMISM (C) HIGH DYNAMISM.

(a)
Method ic/h R/a sec/a #sb #sa

MT 114 163 2.60 1.99 1.88
R(1) 77.8 76.5 1.67 1.72 1.00
R(3) 70.3 79.7 1.85 4.95 2.94
R(5) 48.6 88.0 2.68 7.82 4.82
CDR 35.2 132 6.81 3.72 2.25
BL 6.30 98.8 27.0 37.0 37.0

MEM 4.55 92.7 4.40 2.12 1.00

(b)
Method ic/h R/a sec/a #sb #sa
R(1) 121 97.2 1.24 1.75 1.00
R(5) 82.9 120 2.53 7.25 4.78
MT 82.1 193 3.17 2.82 1.46

R(3) 73.4 151 3.13 3.85 2.94
CDR 54.2 188 5.72 3.20 1.87
MEM 8.59 94.4 5.82 1.97 1.00

BL 6.52 176 41.4 46.3 46.3

(c)
Method ic/h R/a sec/a #sb #sa

MT 190 157 1.21 1.93 1.30
R(1) 126 191 2.23 1.66 1.00
R(3) 86.6 206 3.46 4.89 2.96
R(5) 74.6 140 2.28 8.16 4.85
CDR 52.0 195 5.58 3.75 2.21
BL 6.81 210 47.0 34.4 34.4

MEM 5.00 71.2 4.01 1.91 1.00

VII. CONCLUSION

Four methods to reduce the size of belief-nodes in POMDP
decision-trees were investigated. The motivation for the meth-
ods being frugal is that processes applied online should be fast
when the agent being controlled must be reactive. In general,
planning can be up to almost 26 times faster with relatively
little reduction in task quality, in the CleanUp domain. The
performance metric we used will not suit all domains. Never-
theless, there are surely domains for which at least a variant
of the metric is applicable. And in these domains, the agent
designer may consider employing the MT or R(1) condensation
method, especially if the agent will be controlled with an
online POMDP algorithm. An interesting/unexpected result is
that on avg, more rewards are gained as the system’s dynamism
increases. This could be explained by the possibility that the
agent has to travel more when the items are stationary; the
items tend to be closer to the agent when they move more

For future work, it would be interesting to see the influence
of other distance measures (where applicable) than the one
we have used (Eq. 3). Also, could condensation methods be
applied in offline value or policy iteration algorithms, and
what would the effects be? Another question we want to
address in the future is how such methods could be used
beneficially to determine heuristics in POMDP algorithms
which use heuristics as discussed, for example, in research
by Smith and Simmons [16] and Paquet, Tobin and Chaib-
draa [2]. Intuition says that condensation by the MT method
leaves a belief-state with states which are more relevant than
if the R(1) method were employed. Yet, this observation is not
born out by our results. We should find out the reasons for this
unintuitive result.
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