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Abstract

The work presented in this thesis is centred on the generation of superimposed optical fields which each carry orbital angular momentum (OAM) and the development of OAM measurement techniques. Optical fields which carry OAM have found applications ranging from optical tweezing to quantum cryptography. Due to the fact that they offer a potentially infinite-dimensional state space, much interest has been generated in the measurement of OAM in optical fields, in order for higher-dimensional quantum information processing to be realised. In this study we generate superpositions of higher-order Bessel beams and show that even though we can create a field which carries no overall OAM, we can still witness an angular rotation in the intensity profile of the beam. We also develop two new OAM measurement techniques: (1) a robust odd-even-OAM interferometer and (2) a method to measure the OAM density of an optical field by means of a single spatial light modulator (SLM).

In the first chapter we give an overview of the literature regarding optical OAM, followed by the derivation of the Helmholtz wave equation from Maxwell’s equations. We illustrate that helically-phased beams, having a phase factor of $\exp(i l \theta)$, possess a well-defined OAM. Definitions for the fundamental Gaussian mode, as well as two OAM-carrying modes: Laguerre-Gaussian (LG) and Bessel-Gaussian (BG) modes are also given. Since a majority of this thesis involves generating superimposed OAM fields as well as the measurement of OAM, chapter 2 contains detailed discussions on the optical components used to generate and measure OAM. In section 2.9 we present one of our contributions to the field of OAM-measurement, which involves a stable Dove-prism embedded Mach-Zehnder interferometer, capable of sorting 41 OAM states into odd and even ports with a contrast ranging from 92% to 61%.

We implement the Dove prism embedded Mach-Zehnder interferometer to mimic an amplitude damping channel for OAM states in chapter 3. Our device is useful in modelling a ‘lossy’ environment for OAM states. In chapter 4 we develop a new technique for the generation of superimposed Bessel beams through the use of a single digital hologram and theoretically and experimentally show that even though the superimposed Bessel beams can be constructed to produce no overall OAM, a rotation in the beam’s intensity profile is still present, as the field propagates. This rotation is due to the differing longitudinal wave-vectors present in the field and we make quantitative, experimental measurements of the angular rotation rates, which are in very good agreement with our theoretical predictions. We also show that the far-field of these superimposed Bessel beams, exhibit no rotation in their intensity profile and we offer a
theoretical explanation for this occurrence. In chapter 5, we adapt our technique for generating superimposed Bessel beams to create non-diffracting speckle fields, which are known to possess optical vortices, and show that by controlling the standard deviation of the phase distribution within the digital hologram, we are able to control the evolution of the non-diffracting speckle field into a non-diffracting zero-order Bessel beam. Our final chapter contains a novel technique for the measurement of the OAM density of optical fields, by implementing two optical components: an SLM and a lens.
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Fig. 1.4.1. (a) Cross-sectional profile and (b) transverse profile of the intensity of a Gaussian beam.

Fig. 1.5.1. Transverse intensity profiles of $LG_{l,p}$ modes. The corresponding indices, $l$ and $p$, are given as inserts.

Fig. 1.5.2. (a) Cross-sectional profile and (b) transverse profile of the intensity of a $LG_{1,0}$ beam.

Fig. 1.5.3. (a) Cross-sectional profile and (b) transverse profile of the intensity of a $LG_{2,0}$ beam.

Fig. 1.5.4. Top row: Phase profiles for various vortex modes. The red arrow denotes the rotation in the phase profile. Middle row: Corresponding transverse intensity profiles for the various vortex modes. Bottom row: Corresponding wavefronts for the various vortex modes, courtesy of [36].

Fig. 1.6.1. (a) Cross-sectional profile and (b) transverse profile of the intensity of a zero-order Bessel beam.

Fig. 1.6.2. (a) Cross-sectional profile and (b) transverse profile of the intensity of a higher-order ($l = 3$) Bessel beam.

Fig. 2.2.1. Schematic illustrating the principle behind how (a) a hologram is constructed and (b) then used to form the desired object beam.

Fig. 2.3.1. Photograph of a HoloEye SLM, marking the circuit board, flex-cable and liquid crystal display (of which an enlarged view is contained as an insert in the bottom right corner).

Fig. 2.3.2. Representation of an individual pixel in the liquid crystal display.

Fig. 2.3.3. A schematic, illustrating that the grey value present in the hologram is translated into an electric field applied across an array of liquid crystal molecules. This results in the molecules
tilting in the direction of the applied electric field, thus changing the refractive index of the liquid crystal pixel and consequently the phase of the incident wave.

Fig. 2.3.4. Photograph of the SLM, illustrating the diffraction orders due to the pixelation of the device. An intensity profile of the field, reflected from the liquid crystal display, is shown as an insert.

Fig. 2.3.5. (a) The computer-generated hologram addressed to the SLM so as to produce the NLC logo (f). (b) – (e) the grating which is placed over (a) so as to separate the first diffraction order from the zero diffraction order, illustrated in (g) – (j). The red arrow marks the undiffracted Gaussian spot.

Fig. 2.4.1. Top row: A series of computer-generated holograms, with increasing $l$ (from left to right), with accompanying experimentally recorded vortex modes (bottom row). For the recording of the experimentally produced modes (bottom row) a blazed grating was used (this will be discussed in section 2.4.2).

Fig. 2.4.2 Top row: illustrates the mode (c) that is produced when a Gaussian beam (a) illuminates a spiral hologram (b). Adding a grating to the spiral hologram, as in the insert of (e), the undiffracted and diffracted components separate, as in the insert of (f).

Fig. 2.4.1.1. Top row: A mode produced by a displaced spiral hologram accompanied with a cross-sectional intensity profile (taken across the white dotted line). Middle row: Experimentally recorded (top) and theoretically calculated (bottom) intensity profiles for holograms displaced at a distance of 0.0 mm, 0.04 mm and 0.08 mm. Bottom row: Plot of the percentage of vortex mode present in the superposition, as a function of the displacement distance. The green curve is the theoretical result and the red dots are the measured data.

Fig. 2.4.2.1. Left: A blazed grating. Right: A cross-sectional profile of the blazed grating (taken across the red dotted line on the left).

Fig. 2.4.2.2. A series of blazed spiral holograms for $l = -3$ to $3$. 
Fig. 2.4.2.3 Blazed spiral holograms having the following grating spacings (a) 50 pixels; (b) 9 pixels; (c) 7 pixels; and (d) 4 pixels. An insert of the required vortex mode produced by hologram (a) is given. The mode produced by hologram (d) is also given as an insert.

Fig. 2.4.2.4. A photograph, with accompanying labels, illustrating the detection of a $l = 1$ vortex mode. The red arrows mark the direction of the beam, as well as the two diffraction orders after SLM 2. The prism (P) speeds up the diffraction of the two orders.

Fig. 2.5.1. A series of fork holograms for $l = -3$ to 3.

Fig. 2.5.2. Left: A sinusoidal grating. Right: A cross-sectional profile of the sinusoidal grating (taken across the red dotted line on the left).

Fig. 2.5.3. A schematic illustrating the diffraction orders that are produced when a Gaussian beam, $l = 0$, illuminates a fork hologram, having a charge of $\Delta m = 1$.

Fig. 2.5.4. A schematic illustrating how a fork hologram can be used to detect a vortex mode of charge $-\Delta m$.

Fig. 2.6.1. (a) A photograph of a SPP courtesy of [25]. (b) Schematic of the mechanism of a SPP courtesy of [26].

Fig. 2.8.1. (a) The effect a single Dove prism has on the phase profile of a beam. (b) Schematic of the ‘odd-even OAM sorter’ (BS: beam-splitter, M: mirror, DP: Dove prism).

Fig. 2.8.2. Experimental results of the interferometer sorting various vortex modes. The even vortex modes ($l = 0, 2$ and 4) exit in port A and odd vortex modes exit in port B as expected [13].

Fig. 2.9.2.1 (a) and (b) The phase-rotating prism, illustrating how its orientation can make it either insensitive to a vertical or horizontal displacement, respectively. (c) A photograph of the robust ‘odd-even OAM sorter’. The white arrows denote the direction of the beam.

Fig. 2.9.3.1. Schematic of the robust ‘odd-even OAM sorter’ (M: mirror, BS: beam-splitter, RP: right-angled prism, A: output port A, B: output port B).
Fig. 2.9.3.2. (a) The measured fringe contrast as a function of $l$. (b) Some experimental results of the interferometer sorting various vortex modes. The even vortex modes ($l = 0, 6$ and $12$) exit in port B and odd vortex modes ($l = 3, 9$ and $15$) exit in port A.

Fig. 3.2.2.1. Schematic of the OAM amplitude damping channel. (BS: beam-splitter, M: mirror, DP: Dove prism, PM: phase mask). The labels A and B denote the optical path and are associated as the ground state of the environment $|K = 0\rangle$ and the excited state of the environment $|K = 1\rangle$, respectively.

Fig. 3.2.3.1. Photograph of the interferometer used in the OAM amplitude damping channel. (BS: beam-splitter, M: mirror, DP: Dove prism). The labels A and B denote the optical path.

Fig. 3.2.3.2. Plot of the power of the beam in port A (light blue points) and port B (light green points) for various values of $\beta$. The dark blue line (dark green line) is the mean of all the measured powers in port A (port B).

Fig. 3.2.3.3. Plot of the power of the beam recorded in port A (orange) for various values of $\beta$. The results follow the trend of that given in Eq. (3.2.2.4), $P_A \sim \cos^2 \beta$. (red).

Fig. 3.2.3.4. Plot of the power of the beam recorded in port B (grey) for various values of $\beta$. The results follow the trend of that given in Eq. (3.2.2.5), $P_B \sim \sin^2 \beta$. (black).

Fig. 4.1.1. An adaptation of Durmin’s ring slit experiment [1]. (b) and (c): Illuminating the physical ring-slit aperture, with a beam whose angular spectrum carries an azimuthally varying phase, generates higher-order and superpositions of higher-order Bessel beams.

Fig. 4.2.1. A schematic of the generation of the annular field, propagating from near- (P$_1$) to far-field (P$_3$). The green (red) rays denote the rays originating from the outer (inner) ring-slit. The three rings (at the bottom of the schematic) aid the illustration, as to how the annular fields overlap and become completely indistinguishable as the propagation from the aperture increases.

Fig 4.2.2. The transmission function described in Eq. (4.2.1) for an azimuthal mode index of $l = 3$. 

Fig. 4.2.3. (a) A density plot and (b) a cross-sectional plot of the ring-slit aperture described in Eq. (4.2.3) for the following parameters: ring-slit radius, $R_0 = 2$, ring-slit width, $\Delta = 0.5$ and gradient, $n = 10$ (the units are arbitrary).

Fig. 4.3.1. The experimental setup for generating a superposition of higher-order Bessel beams, by using a physical ring-slit aperture and a hologram. The interferometer used to interfere the field produced at the Fourier plane with a plane wave is denoted in the red overlay. (M: mirror; BS: beam-splitter; L: lens and D: diaphragm). ($f_1 = 10\text{ mm}, f_2 = 150\text{ mm}, f_3=100\text{ mm}, f_4=75\text{ mm}$ and $f_5 = 200\text{ mm}$).

Fig. 4.3.1.1. First column: Holograms applied to the SLM. Second column: The observed intensity pattern observed in the Fourier plane. Third column: The theoretical prediction of the superposition field. Fourth column: The interference pattern of the superposition field and a plane wave. Data is shown for (a) – (d): $A_0$, (e) – (h): $A_3$, (i) – (l): $A_{4,4}$, (m) – (p): $A_{2,4}$, and (q) – (t): $A_{4,2}$. The ring field is shown as a red overlay on the hologram.

Fig. 4.3.1.2. (a) Hologram applied to the liquid crystal display. The red overlay denotes the section of the hologram which was illuminated by the ring field. (b) The experimental beam cross-section of the field produced at the Fourier plane and the theoretically calculated field (c).

Fig. 4.3.1.3. Images of the intensity profile of the experimentally produced field $A_{1,3}$ captured at intervals along its propagation. The grey area denotes the region in which the Bessel field exists.

Fig. 4.4.1.1. In order to reproduce Durnin’s ring-slit experiment [1] either (a) the light can be suitably apertured by a physical ring-slit aperture; or (b) complex amplitude modulation can be used on a phase-only SLM to execute both the amplitude and phase transformations in one step. The inset in (b) shows the checkerboard pattern used to modulate the amplitude.

Fig. 4.4.1.2. (a) The complex plane representation; the angles, $\phi_1$ and $\phi_2$, for each vector, $A_1$ and $A_2$, represents a phase value in the hologram. The resultant amplitude, $A_3$, is denoted by the blue vector. (b) The checkerboard hologram and (c) the corresponding Fourier plane, illustrating that the light is distributed off of its propagation axis. (d) A plain black hologram. (e) The Fourier transform of the hologram in (d) illustrating an on-axis intensity component.
Fig. 4.4.2.1. A schematic of the experimental setup for investigating the field formed by a ring-slit hologram, as well as the propagation and Fourier transform of such a field. L: Lens ($f_1 = 25$ mm; $f_2 = 75$ mm; $f_3 = 100$ mm and $f_4 = 100$ mm); M: Mirror; LCD: Liquid Crystal Display; D: Diaphragm; CCD: CCD Camera. The planes of interest are marked $P_1$, $P_2$ and $P_3$. $P_3$ is the Fourier plane of the ring-slit hologram; $P_1$ is the relayed-field (in both phase and amplitude) at the ring-slit hologram; and $P_2$ occurs a distance of $2f$ after $L_4$.

Fig. 4.4.3.1. *First row:* The ring-slit holograms addressed to LCD$_1$. A zoomed-in section of three and four ring-slits are depicted as inserts ((1g) and (1h)). *Second and third rows:* The experimentally produced and theoretically calculated fields produced in the Fourier plane (i.e. plane $P_3$), respectively. *Fourth and fifth rows:* The experimental and theoretical fields, respectively, produced at plane $P_1$. The white “X” marks the singularities. *Sixth and seventh rows:* The experimental and theoretical fields, respectively, produced at plane $P_2$.

Fig. 4.4.3.2. (a) - (k) Images of the intensity profiles of the experimentally produced field, for $|l| = 3$, captured at intervals along its propagation. The yellow ‘X’ denotes a selected petal. Monitoring its change in position illustrates a rotation in the field as it propagates. (i) The initial Gaussian beam which illuminated the SLM.

Fig. 4.4.3.3. Graph of the angular position of a selected petal as a function of the propagation axis $z$. ($|l| = 3$ and $\Delta k = 66$ m$^{-1}$)

Fig. 4.4.3.4. Graphs of the rotation rates, for various differences between the two radial wave-vectors, as a function of the azimuthal order, $|l|$.

Fig. 4.4.3.5. Graphs of the rotation rates, for various azimuthal orders $|l|$, as a function of the difference, $\Delta k$, between the two radial wave-vectors.

Fig. 4.4.3.6. Video clips containing experimental images, captured at intervals along the beam’s propagation, for fields generated from holograms having the following parameters (a) $l_{\text{inner}} = +3$; $l_{\text{outer}} = -3$ and (b) $l_{\text{inner}} = -3$; $l_{\text{outer}} = +3$. In the electronic version of this thesis the videos may be viewed at the following links: (a) [Media1](#) and (b) [Media2](#).

Fig. 4.4.3.7. (a) The experimentally recorded field at plane $P_1$ for a ring-slit consisting of the following azimuthal phases: $l_{\text{inner}} = +3$ and $l_{\text{outer}} = -3$. The theoretical prediction is given as an
insert. The red, dashed ring marks the line for which the intensity profile is plotted (b). (b) The solid black curve is the experimental intensity profile and the red dashed curve is the theoretical intensity profile, cos(2lθ).

Fig. 4.4.3.8. Experimental intensity profiles of the field captured at evenly spaced intervals from plane P₁ to plane P₂. The distances from plane P₁ are given as (a) 0 mm, (b) 10 mm, (c) 20 mm, (d) 30 mm, (e) 40 mm, (f) 50 mm (g) 60 mm and (h) 70 mm. The white arrows illustrate the movement of a selected singularity. Inserts are given for the theoretical predictions.

Fig.4.4.3.9 First column: The ring-slit hologram applied to LCD₁. Second column: The corresponding optical fields for the ring-slits. The white arrows mark the locations of the singularities. Third column: The Fourier transform of the ring-slit hologram. Fourth column: The corresponding field, produced at plane P₂. The white arrow marks the handedness of the spokes. Theoretical predictions are accompanied as inserts.

Fig. 5.2.1. The experimental design for generating non-diffracting speckle. The physical ring-slit (RS) which can be introduced into the optical setup when needed is denoted inside the red border. (L: lens (f₁ = 25 mm; f₂ = 150 mm; f₃ = 50 mm; f₄ = 50 mm; f₅ = 200 mm); M: mirror; SLM: spatial light modulator; O: objective; CCD: CCD camera).

Fig. 5.2.2. Column 1: Random holograms which were illuminated with a ring field, denoted in red. Column 2: The corresponding experimentally measured Fourier transform. Column 3: The same random holograms as those in column 1, but with the checkerboard encoded. Column 4: The experimentally measured Fourier transform of column 3.

Fig. 5.2.3. (a) The ring-slit hologram applied to the SLM. (b) The corresponding experimentally produced field in the Fourier plane and (c) the theoretically calculated field at the Fourier plane.

Fig. 5.3.1. Column 1: Ring-slit holograms, where the phase modulation within the ring-slit is described by a continuous uniform distribution (the frequency of the phase modulation increases with each row, (a) and (c) 10 pixels; (e) and (g) 50 pixels; (i) and (k) 100 pixels). The red ring denotes the ring-slit. Column 2: The corresponding experimentally recorded field at the Fourier plane. Column 3: Ring-slit holograms, where the phase modulation within the ring-slit is described by a binary uniform distribution (the frequency of the phase modulation increases
with each row). The red ring denotes the ring-slit. **Column 4**: The corresponding experimentally recorded field at the Fourier plane.

Fig. 5.3.2. **Column 1**: Ring-slit holograms, where the phase modulation within the ring-slit is described by a continuous normal distribution (the frequency of the phase modulation increases with each row, (a) and (c) 10 pixels; (e) and (g) 50 pixels; (i) and (k) 100 pixels). The red ring denotes the ring-slit. **Column 2**: The corresponding experimentally recorded field in the Fourier plane. **Column 3**: Ring-slit holograms, where the phase modulation within the ring-slit is described by a binary normal distribution (the frequency of the phase modulation increases with each row). The red ring denotes the ring-slit. **Column 4**: The corresponding experimentally recorded field in the Fourier plane.

Fig. 5.3.3. Graph of the standard deviation for each of the four distributions as a function of the frequency of the phase modulation (or correlation radius).

Fig. 5.3.4. Simulated images for the non-diffracting speckle field, for each of the four corresponding distributions. **Row 1**: continuous uniform. **Row 2**: binary uniform. **Row 3**: continuous normal. **Row 4**: binary normal. The standard deviation increases from left to right. The values for the standard deviation are given in the bottom right corner of each image.

Fig. 6.2.1. (a) A schematic of the generation of the optical field and the decomposition of its OAM spectrum. (b) The Gaussian beam used to illuminate the hologram, (c), for the generation of the optical field, (d), defined by \( u(r, \theta, z) \). The hologram, having a transmission function of \( t(r, \theta) \), in (e) together with the lens \( L_2 \) performs the decomposition (Eq. (6.2.10)), producing the inner-product, \( P \), represented in (f) and mathematically defined by \( u(\rho, \phi, z) \). (SLM: spatial light modulator and O: objective – used to magnify the optical field (d)).

Fig. 6.3.1. A schematic of the experimental setup for measuring the OAM density as a function of the radial position, \( R \). L: Lens (\( f_1 = 25 \text{ mm} \); \( f_2 = 150 \text{ mm} \); \( f_3 = 200 \text{ mm} \) and \( f_4 = 200 \text{ mm} \)); M: Mirror; LCD: Liquid Crystal Display; O: Objective; PM: Pop-up Mirror; CCD: CCD Camera. The objective, \( O_2 \), was placed at the Fourier plane of lens, \( L_4 \). The corresponding optical fields and holograms appear at the appropriate planes.

Fig. 6.3.2. The initial optical field was divided radially into individual ring-slits. The phase within the annular ring was varied azimuthally for various values of \( l \). The rest of the LCD was
programmed with a checkerboard pattern so as to restrict the transmission function to the ring alone. The ten rings have the following radii: \( r_1 = 600 \, \mu\text{m}, \ r_2 = 880 \, \mu\text{m}, \ r_3 = 1160 \, \mu\text{m}, \ r_4 = 1440 \, \mu\text{m}, \ r_5 = 1720 \, \mu\text{m}, \ r_6 = 2000 \, \mu\text{m}, \ r_7 = 2280 \, \mu\text{m}, \ r_8 = 2560 \, \mu\text{m}, \ r_9 = 2840 \, \mu\text{m} \) and \( r_{10} = 3120 \, \mu\text{m} \). The black and white images in rows 2 and 4 are grey-scale experimental images of the first optical field that we tested.

Fig. 6.4.1. First column: Holograms and the corresponding experimentally produced fields in the Fourier plane (second column) accompanied with theoretically calculated fields (third column). The white dots in (c) denoted the radial positions of each of the ten ring-slits used as the match-filters.

Fig. 6.4.2. The measured OAM spectrum of the field given in Fig. 6.4.1 (b), as a function of the radial ring (or radial position), given by numbers 1 to 10, for azimuthal phase values of \( m = -4 \) to 4. The height of each bar represents the measured coefficients \( |a_m|^2 \).

Fig. 6.4.3. (a) A density plot of the OAM density for the field given in Fig. 6.4.1 (b). Red denotes negative OAM and blue denotes positive. Light to dark blue denotes an increase in positive OAM and light to dark red denotes an increase in negative OAM. (b), (c) and (e) the OAM density for the fields in Fig. 6.4.1.(b), (e) and (h), respectively. The blue curve denotes the theoretical OAM density and the red points the experimentally measured OAM density. Inserts for density plots of the OAM density for (c) and (e) are given as inserts, (d) and (f), respectively.

Fig. 6.4.4. (a) The hologram used to generate the experimental field in (b). The theoretically calculated field is given in (c). A magnification of the ring-slit is given as an insert in (a). (d) The theoretical (blue curve) and experimentally measured (red points) OAM density. (e) A density plot of the OAM density. Red denotes negative OAM and blue denotes positive. Light to dark blue denotes an increase in positive OAM and light to dark red denotes an increase in negative OAM.

Fig. 6.4.5. (a) The hologram used to generate the experimental field given in (b) of which the theoretical field is represented in (c). A magnification of the ring-slit is given as an insert in (a). (d) The theoretical (blue curve) and experimentally measured (red points) OAM density. (e) A density plot of the OAM density. Red denotes negative OAM and blue denotes positive. Light
to dark blue denotes an increase in positive OAM and light to dark red denotes an increase in negative OAM.

Fig. 6.4.6. (a) The hologram used to generate the experimental field given in (b) of which the theoretical field is represented in (c). A magnification of the ring-slit is given as an insert in (a). (d) The theoretical (blue curve) and experimentally measured (red points) OAM density. (e) A density plot of the OAM density. Red denotes negative OAM and blue denotes positive. Light to dark blue denotes an increase in positive OAM and light to dark red denotes an increase in negative OAM.

Fig. A1.1. A schematic of the calibration experiment.

Fig. A1.2. Summary on how a phase shift in one of the beams is directly proportional to a shift in the interference pattern.

Fig. A1.3. Illustration of how a change in grey-level shifts the interference pattern.

Fig. A1.4. A plot of the 1D intensity profile of the interference pattern for a particular grey-level.

Fig. A1.5. A plot of the intensity minima pixel position as a function of the grey-level.

Fig. A1.6. Example of calculating the phase shift.

Fig. A1.7. Plot of the measured phase shift (red) and the desired phase shift (yellow).

Fig. A1.8. Plot of the measured phase shift (red) after the voltages have been adjusted appropriately.

Fig. A1.9. Illustration for how the “2 hole mask” should be illuminated.

Fig. A1.10. Illustration for a correct and incorrect interference pattern.

Fig. A1.11. Illustration of how to position the two spots on the SLM.
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CHAPTER ONE

Orbital Angular Momentum of Light

1.1. Overview

The behaviour of a light beam is governed by Maxwell’s equations, which form the foundation for the derivation of the Helmholtz wave equation [1]. Maxwell’s formulation of electromagnetic theory also illustrates that an optical field can have an induced polarization, due to the field’s electric flux density. The polarization of an optical field is associated with the field’s spin angular momentum (SAM) and was predicted by Poynting, who introduced the analogy between circular polarization (a component of SAM) and a rotating object [2]. The first experimental demonstration of a circularly-polarized light beam transferring SAM to a quarter-wave plate, was performed by Beth in 1936 [3]. The orbital component of optical angular momentum, not associated with the polarization of an optical field but rather with its wavefront, was only discovered nearly 60 years later by Allen et al. They showed that Laguerre-Gaussian (LG) laser modes, having an azimuthal phase dependence, possess a well-defined orbital angular momentum (OAM) [4]. LG beams contain a phase singularity, around which the phase (or wavefront) of the field increases azimuthally, $\exp(il\theta)$, thus forming an optical vortex. Here $l$ indicates the azimuthal mode index (or topological charge of the optical vortex) and $\theta$ is the azimuthal angle. The intensity profile of a LG beam appears as a ‘ring’ or ‘donut’, because the intensity vanishes at the point of the singularity (where the phase or wavefront is undefined), resulting in a dark core in the centre of the beam.

The discovery made by Allen et al. was not the first study into helically-phased beams and in fact they had been investigated for quite some time. Prior to 1992, no correlation to the beam’s orbital angular momentum was made, but what was of interest to most, was that these helically-phased beams required a phase singularity (or optical vortex) to propagate as a dark core along the axis of the beam. Since the centre of the optical vortex possesses zero intensity, it makes sense that no one noted any angular momentum while studying only the phase singularity. If they had studied the light surrounding the singularity, they would have noted that it possesses OAM.
Investigations into singularities present in electromagnetic fields started in the 1970s with Nye and Berry. They first discovered that sound waves scattered off a rough surface produced intensity nulls around which the phase varied from 0 to $2\pi$ [5]. Later Nye and Berry discovered that phase singularities could also be produced by interfering multiple light beams [6]. Currently it is known that optical fields can be produced to contain multiple singularities, whose trajectories can form complex 3D shapes. Even though many investigations had been made into the formation and dynamics of optical vortices none noted that these optical vortices give rise to an angular momentum within the optical field (independent of the photon spin, associated with circular polarization).

Since the discovery that LG beams carry OAM of $lh$ per photon [4, 7], numerous techniques for generating helically-phased beams have been realized. One of the earlier methods involved a diffractive optical element consisting of a diffraction grating with a fork dislocation [8]. When a fundamental Gaussian mode is centred on the fork dislocation, a helically-phased beam is produced as the output. Recently this diffractive optic has been encoded onto the liquid crystal display of a spatial light modulator (SLM) [9]. Although this method was available at the time of Allen et al.’s work, they made use of a telescope consisting of cylindrical lenses which transforms Hermite-Gaussian modes to LG modes [7]. Another approach which seems quite intuitive, is to pass a plane wave through an optical component which has a helical profile, so as to impart a helical structure into the phase profile of the beam. An optical element which is capable of such a transformation is a spiral phase plate (SPP) [10]. All of these methods will be discussed in chapter 2.

Helically-phased beams in the form of LG modes have opened up many new research areas in the field of optical angular momentum. Just as Beth was able to witness the transfer of SAM to a suspended quarter-wave plate, so a similar observation with the transfer of OAM to matter should also be noted. In a similar fashion to the quarter-wave plate, which is used to generate circularly polarized light, one would expect to witness a transfer of OAM to the cylindrical lens mode converter, however this has proved too technically challenging. Alternatively, the transfer of OAM to matter was demonstrated with the use of an optical tweezer, which involved a micrometer-sized graphite particle illuminated by a tightly focused LG beam [11]. Since this demonstration, the field of optical trapping and tweezing has expanded from investigating how a trapped birefringent particle changes the SAM of a beam, but leaves the OAM component unchanged [12] to changing the sign of the angular momentum in order to develop optically driven micro-machines [13].
Helically-phased modes, which possess OAM at the single photon level, have offered a quantum optical system with a multi-dimensional Hilbert space for the investigations of quantum entanglement. Quantum entanglement, which is realized through the use of parametric down conversion, involves measuring a parameter of one of the down converted photons providing information about the parameter of its entangled photon pair, even though the two photons are spatially separated. This is not only a natural consequence of conservation of momentum or energy, but also a demonstration of the Einstein, Podolosky, Rosen (EPR) paradox [14]. If one were to measure the position of the two entangled photons there would be strong quantum correlations between the measurements as the two photons are created at the same lateral position. If one wanted to measure the momentum of each photon, there too would be strong correlations between the measurements due to the conservation of momentum during the down conversion process. However, if the decision to measure either the position or momentum is made at the last minute, this requires that the other entangled photon has a well-defined position and momentum, which violates the uncertainty principle and validates the nonlocality of quantum mechanics. This has been demonstrated experimentally with position and momentum [15] and time and energy [16] and recently OAM [17]. Here it was shown that strong correlations are present in the OAM states of entangled photon pairs due to the conservation of momentum during the down conversion process. However, to demonstrate the EPR paradox they also showed strong correlations with a complementary basis: a superposition of LG and Gaussian modes.

Since these fields offer an infinite-dimensional state space they provide a larger bandwidth for quantum cryptography [18-20] leading to many publications being dedicated to the measurement of OAM in order for higher-dimensional quantum information processing to be a success. Just as the fork dislocation, when illuminated with a fundamental Gaussian mode, will produce a helically-phased beam, so the process also works in reverse: a helically-phased beam illuminating a fork dislocation will produce a Gaussian mode, which when coupled into a single mode fibre allows for detection [17]. Adaptations to the fork dislocation have been made so as to produce 2D detection grids [21, 22]. A recent measurement technique has involved transforming the azimuthal position in an input beam to a transverse position in the output beam which is then focused to a lateral position [23]. A device which maintains the helical structure of the beam is a Dove prism embedded Mach-Zehnder interferometer [24 -26]. By setting the angle between the two Dove prisms appropriately all the odd values of $l$ will constructively
interfere at one output port, while all the even $l$ values appear at other output. Some of these measurement techniques will be discussed in detail in chapter 2.

In this chapter, Maxwell’s equations will be given, leading to the derivation of the paraxial approximation of the Helmholtz wave equation (section 1.2.). The paraxial approximation of the Helmholtz wave equation will be used as the basis for investigating phase-structured electromagnetic waves (section 1.3.). Once the link between optical wavefront and OAM has been made, particular solutions of the paraxial approximation of the Helmholtz wave equation will be discussed. We will first discuss Gaussian beams (section 1.4.) as this is the output of the laser system used in this work. They have a flat wavefront, corresponding to an OAM value of $l = 0$, and are often used as the initial beam in most optical setups for generating beams which carry OAM. Two other modes which will be discussed are LG (section 1.5.) and Bessel beams (section 1.6.), as they each carry an OAM of $lh$ per photon and are the two modes implemented in this thesis. Other beams which have an azimuthal angular dependence of $\exp(il\theta)$ do exist, such as Mathieu and Airy beams, but as we have not applied them in this work, they will not be considered here.

1.2. Maxwell’s equations and the paraxial approximation of the Helmholtz wave equation

The derivation of the paraxial Helmholtz wave equation begins with Maxwell’s equations in a vacuum, defined as

$$\nabla \cdot \vec{E} = 0, \quad (1.2.1)$$
$$\nabla \cdot \vec{B} = 0, \quad (1.2.2)$$
$$\nabla \times \vec{E} = -\frac{\partial \vec{B}}{\partial t}, \quad (1.2.3)$$
$$\nabla \times \vec{B} = \epsilon_0 \mu_0 \frac{\partial \vec{E}}{\partial t}. \quad (1.2.4)$$

$\epsilon_0$ and $\mu_0$ are the permittivity and the permeability of free space, respectively and are related to the speed of light in a vacuum, $c$, as follows $c = \frac{1}{\sqrt{\mu_0 \epsilon_0}}$. 

The wave equation is obtained by taking the curl of Faraday’s law of induction (Eq. (1.2.3)) and making use of the vector identity \( \nabla \times (\nabla \times \mathbf{E}) = \nabla (\nabla \cdot \mathbf{E}) - \nabla^2 \mathbf{E} \),

\[
\nabla \times (\nabla \times \mathbf{E}) = -\frac{\partial (\nabla \times \mathbf{B})}{\partial t} \Rightarrow \nabla (\nabla \cdot \mathbf{E}) - \nabla^2 \mathbf{E} = -\frac{\partial (\nabla \times \mathbf{B})}{\partial t}.
\] (1.2.5)

Substituting Eqs (1.2.1) and (1.2.4) into the above equation, yields the wave equation

\[
-\nabla^2 \mathbf{E} = -\frac{\partial}{\partial t} \left( \frac{\varepsilon_0 \mu_0}{\partial t} \frac{\partial \mathbf{E}}{\partial t} \right) \Rightarrow \nabla^2 \mathbf{E} = \varepsilon_0 \mu_0 \frac{\partial^2 \mathbf{E}}{\partial t^2}
\] (1.2.6)

\[
\nabla^2 \mathbf{E} - \frac{1}{c^2} \frac{\partial^2 \mathbf{E}}{\partial t^2} = 0.
\] (1.2.7)

The Helmholtz wave equation, which is the time-independent form of the wave equation (Eq. (1.2.7)), is obtained by performing separation of variables on the electric field, so as to remove the time-dependent component. The electric field (or wave function) \( \mathbf{E}(x, y, z, t) \), can be separated into spatial \( \mathbf{A}(x, y, z) \) and time \( \mathbf{T}(t) \) domains

\[
\mathbf{E}(x, y, z, t) = \mathbf{A}(x, y, z)\mathbf{T}(t).
\] (1.2.8)

Substituting Eq. (1.2.8) into Eq. (1.2.7) results in

\[
\nabla^2 \left( \mathbf{A}(x, y, z)\mathbf{T}(t) \right) - \frac{1}{c^2} \frac{\partial^2 \left( \mathbf{A}(x, y, z)\mathbf{T}(t) \right)}{\partial t^2} = \mathbf{T}(t)\nabla^2 \mathbf{A}(x, y, z) - \frac{\mathbf{A}(x, y, z) \frac{\partial^2 \mathbf{T}(t)}{\partial t^2}}{c^2} = 0
\]

\[
\mathbf{T}(t)\nabla^2 \mathbf{A}(x, y, z) = \frac{\mathbf{A}(x, y, z) \frac{\partial^2 \mathbf{T}(t)}{\partial t^2}}{c^2} \Rightarrow \frac{\nabla^2 \mathbf{A}(x, y, z)}{\mathbf{A}(x, y, z)} = \frac{1}{c^2 \mathbf{T}(t)} \frac{\frac{\partial^2 \mathbf{T}(t)}{\partial t^2}}{\frac{\partial t^2}{\partial t^2}}
\] (1.2.9)

\[
\frac{\nabla^2 \mathbf{A}(x, y, z)}{\mathbf{A}(x, y, z)} = \frac{1}{c^2 \mathbf{T}(t)} \frac{\frac{\partial^2 \mathbf{T}(t)}{\partial t^2}}{\frac{\partial t^2}{\partial t^2}}.
\] (1.2.10)

In order for the above equation to hold true, both sides, left and right, need to be equal to the same constant, \(-k^2\) (chosen only for convenience in the resulting solution)

\[
\frac{\nabla^2 \mathbf{A}(x, y, z)}{\mathbf{A}(x, y, z)} = -k^2
\] (1.2.11)
Rearranging Eq. (1.2.11) results in

\[ \nabla^2 A(x, y, z) + k^2 A(x, y, z) = \left( \nabla^2 + k^2 \right) A(x, y, z) = 0, \quad (1.2.13) \]

which is the Helmholtz wave equation, where \( k \) is the wave-vector and is defined as \( k = \frac{\omega}{c} \) or \( k = \frac{2\pi}{\lambda} \).

Within the paraxial approximation, the complex magnitude of the electric field becomes

\[ E(x, y, z) = u(x, y, z) \exp(ikz), \quad (1.2.14) \]

where \( u \) is the complex-valued amplitude which modulates the sinusoidal plane, \( \exp(ikz) \), and \( z \) is the axis of propagation. Substituting the above form for the electric field (Eq. (1.2.14)) into the Helmholtz wave equation (Eq. (1.2.13)), yields

\[
\begin{align*}
\exp(ikz) \left( \frac{\partial^2 u(x, y, z)}{\partial x^2} + \frac{\partial^2 u(x, y, z)}{\partial y^2} \right) + \frac{\partial^2 u(x, y, z) \exp(ikz)}{\partial z^2} + k^2 u(x, y, z) \exp(ikz) &= 0 \\
\exp(ikz) \left( \frac{\partial^2 }{\partial x^2} + \frac{\partial^2 }{\partial y^2} \right) u(x, y, z) + \exp(ikz) \left( \frac{\partial^2 u(x, y, z)}{\partial z^2} + 2ik \frac{\partial }{\partial z} - k^2 \right) u(x, y, z) + k^2 u(x, y, z) \exp(ikz) &= 0 \\
\left( \frac{\partial^2 }{\partial x^2} + \frac{\partial^2 }{\partial y^2} \right) u(x, y, z) + \left( \frac{\partial^2 u(x, y, z)}{\partial z^2} + 2ik \frac{\partial }{\partial z} - k^2 \right) u(x, y, z) + k^2 u(x, y, z) &= 0 \\
\left( \frac{\partial^2 }{\partial x^2} + \frac{\partial^2 }{\partial y^2} + \frac{\partial^2 }{\partial z^2} \right) u(x, y, z) + 2ik \frac{\partial u(x, y, z)}{\partial z} &= 0. \quad (1.2.15)
\end{align*}
\]

Equation (1.2.15) is the Helmholtz equation, without the paraxial approximation. To approximate the above equation in the paraxial regime, the following condition which defines the paraxial approximation is implemented
The paraxial approximation, described mathematically above, states that the longitudinal variation in the amplitude, \( u(x,y,z) \), is small in comparison to the wavelength of the beam \( (k = \frac{2\pi}{\lambda}) \). Or that the rate of change of the field in the \( z \) direction is small compared to the transverse direction. Therefore the third term in Eq. (1.2.15) is neglected, resulting in

\[
\left( \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2} \right) u(x,y,z) + 2ik \frac{\partial u(x,y,z)}{\partial z} = 0, \tag{1.2.17}
\]

which is termed the paraxial approximation of the Helmholtz wave equation.

The paraxial approximation is used to describe laser beam propagation as the divergence angle of the beam is considered to be small. There exist many solutions to the paraxial Helmholtz wave equation (Eq. (1.2.17)), whose amplitude distribution, \( u(x,y,z) \), is described by either a Gaussian, LG, Bessel, Airy (all having cylindrical symmetry) or Mathieu (having elliptic-cylindrical symmetry) functions. However, we will not discuss all of these solutions; instead we will focus on the solutions which have been implemented in this thesis, namely: Gaussian (section 1.4), Laguerre-Gaussian (section 1.5) and Bessel solutions (section 1.6).

### 1.3. Azimuthal phase dependent beams and their orbital angular momentum

Since this thesis is dedicated to individual fields carrying OAM and superpositions of these fields, we will (for the benefit of the reader) illustrate that light, having an amplitude distribution of the form \( u(r, \phi, z) = u_0(r,z)\exp(ill) \), will possess OAM. Determining the total angular momentum density for an optical field has been implemented previously in many publications [27-35]. In this derivation, we proceed in a similar fashion, by first calculating the Poynting vector for the beam to illustrate that the OAM density is proportional to \( l \), the azimuthal mode index.

In order to obtain the Poynting vector, we will start with a vector potential in the Lorentz gauge. Since we are not concerned with SAM, we will consider only linearly polarized light and in
particular, we will consider the vector potential to be linearly polarized along the \( \hat{x} \) direction \([34]\)

\[
\tilde{A}(x, y, z) = u(x, y, z) \exp(i(kz - \omega t)) \hat{x}.
\] (1.3.1)

From the vector potential, the components of the electric and magnetic fields in terms of the complex amplitude distribution, \( u \), can be obtained

\[
\tilde{B}(x, y, z) = \nabla \times \tilde{A}(x, y, z) = ik \exp(i(kz - \omega t)) \left( u(x, y, z) \hat{y} + \frac{i}{k} \frac{\partial u(x, y, z)}{\partial y} \hat{z} \right)
\] (1.3.2)

and

\[
\tilde{E}(x, y, z) = \frac{ic^2}{\omega} \nabla \times \tilde{B}(x, y, z) = i\omega \exp(i(kz - \omega t)) \left( u(x, y, z) \hat{x} + \frac{i}{k} \frac{\partial u(x, y, z)}{\partial x} \hat{z} \right).
\] (1.3.3)

The derivatives of the field in the \( z \) direction have been neglected, as we are considering the paraxial limit.

The time-average Poynting vector, which gives the directional energy flux density, is determined as

\[
\bar{S} = \left\langle \tilde{S}_{\text{real}} \right\rangle = \varepsilon_0 c^2 \left\langle \tilde{E}_{\text{real}} \times \tilde{B}_{\text{real}} \right\rangle.
\] (1.3.4)

where the real components of the electric and magnetic fields are found to be

\[
\tilde{E}_{\text{real}} = \frac{1}{2} (\tilde{E} + \tilde{E}^*)
\] (1.3.5)

and

\[
\tilde{B}_{\text{real}} = \frac{1}{2} (\tilde{B} + \tilde{B}^*),
\] (1.3.6)
respectively. By substituting Eqs (1.3.2), (1.3.3), (1.3.5) and (1.3.6) into the equation for the
time-averaged Poynting vector (Eq. (1.3.4)), the following result is obtained

\[ \bar{S} = E_0 c^2 \left\langle \vec{E}_{\text{real}} \times \vec{B}_{\text{real}} \right\rangle = \frac{E_0 c^2}{4} \left( \vec{E} \times \vec{B}^* + \vec{E}^* \times \vec{B} \right) \]  

(1.3.7)

\[ \bar{S} = \frac{E_0 c^2 \omega \epsilon^2}{4} \left( \left( u \nabla u^* - u^* \nabla u \right) + 2k|u|^2 \hat{z} \right) \]  

(1.3.8)

The gradient in the above expression only applies in the transverse directions, \( x \) and \( y \).

The result for the Poynting vector, as described in Eq. (1.3.8), is now applied to a field
(described in cylindrical coordinates) having an amplitude distribution of \( u(r,\theta,z) = u_0(r,z)\exp(il\theta) \), resulting in each component of the Poynting vector being expressed as

\[ S_r = 0, \]  

(1.3.9)

\[ S_\theta = \frac{l \omega \epsilon u_0^2}{2r}, \]  

(1.3.10)

\[ S_z = k \epsilon u_0 \omega u_0 \hat{z}. \]  

(1.3.11)

Here the radial component of the Poynting vector vanishes for the nondiffracting case, but is
non-zero for a more general diffracting field. By implementing the following expression for the
total angular momentum density

\[ L_z = \frac{1}{c^2} \left( r \times \bar{S} \right)_z, \]  

(1.3.12)

and substituting in the components for the Poynting vector, as given in Eqs (1.3.9) to (1.3.11),
we obtain the total angular momentum density to be

\[ L_z = \frac{l \omega \epsilon u_0^2}{2c^2}. \]  

(1.3.13)

Since, by definition the field has no SAM, the only angular momentum present in the field is
OAM. From Eq. (1.3.13), we see that the OAM density of the beam is well-defined and
proportional to the integer $l$, which arises from the azimuthal phase dependence, $\exp(i\ell \theta)$, of the amplitude distribution.

### 1.4. Gaussian beams

The first solution to the paraxial Helmholtz wave equation, that we will consider, is the Gaussian beam. This is the fundamental mode that we will use in the laboratory to generate beams having an azimuthal phase dependence in their amplitude distribution. The complete expression for the amplitude of the Gaussian beam is

$$u(r, z) = \frac{\omega_0}{\omega (z)} \exp \left( -\frac{r^2}{\omega^2 (z)} \right) \exp \left( -i k \frac{r^2}{2 R(z)} - i \Phi (z) \right), \quad (1.4.1)$$

where $\omega_0$ is the minimum beam radius and the expressions for the radius of curvature, $R(z)$, beam radius, $\omega(z)$, and Gouy phase $\Phi(z)$ are given as

$$R(z) = \frac{1 + \frac{z_R^2}{z^2}}{z}, \quad (1.4.2)$$

$$\omega^2 (z) = \omega_0^2 \left( 1 + \frac{z^2}{z_R^2} \right), \quad (1.4.3)$$

and

$$\Phi (z) = \tan^{-1} \left( \frac{z_R}{z} \right). \quad (1.4.4)$$

$z_R = \frac{\pi \omega_0^2}{\lambda}$ is termed the Rayleigh range and gives a measure as to how quickly a beam will diverge. If $z_R$ is short, the beam will diverge quickly and if it is long, the beam will diverge slowly.

The optical intensity can be found by making use of the following relationship $I(r, z) = |u(r, z)|^2$, 

$\frac{\omega_0}{\omega (z)}$
The intensity has a Gaussian distribution, with the peak occurring at \( r = 0 \) and decreasing monotonically with an increase in \( r \), evident in Fig. 1.4.1 (a).

Fig. 1.4.1. (a) Cross-sectional profile and (b) transverse profile of the intensity of a Gaussian beam.

1.5. Laguerre-Gaussian beams

The previously discussed Gaussian mode is not the only solution to the paraxial approximation of the Helmholtz wave equation and in fact there exist many other solutions, such as the Laguerre-Gaussian (LG) mode, whose amplitude distribution is

\[
u_{l,p}(r, \theta, z) = \frac{1}{\omega(z)} \sqrt{\frac{2p!}{\pi (p+l)!}} \left( \frac{\omega(z)}{\omega^2(z)} \right)^{p+l} \exp \left( \frac{-r^2}{\omega(z)} \right) \exp \left( \frac{2r^2}{\omega(z)} \right) \exp \left( \frac{ikr^2}{2R(z)} \right) \exp(\pm i\Phi(p,l,z)),
\]

(1.5.1)

where \( \Phi(p,l,z) \) is the Gouy phase for the LG mode and is given by
\[ \Phi(p,l,z) = (2p+l+1) \arctan \left( \frac{z}{z_R} \right). \tag{1.5.2} \]

The other parameters, such as \( R(z) \) and \( \omega(z) \), are defined as for the Gaussian beam, in Eqs (1.4.2) and (1.4.3), respectively. The LG modes are appropriately given their name as the expression is a mixture of a Laguerre polynomial and Gaussian parameters. A LG mode is described by the indices, \( l \) and \( p \). If the indices are set to zero, \( l = p = 0 \), then the mode simplifies to a Gaussian mode.

A series of transverse intensity profiles for various values of \( l \) and \( p \) is depicted in Fig. 1.5.1. When \( l \neq 0 \) the intensity profile is described by a central null, whose radius increases with increasing \( |l| \) and the radial index, \( p \), denotes the number of concentric rings, given by \( p + 1 \). The cross-sectional intensity profile for two LG modes having the following indices \( p = 0, l = 1 \) and \( p = 0, l = 2 \) are given in Figs 1.5.2. and 1.5.3, respectively, to illustrate that the radius of the annular ring increases with \( |l| \).

Fig. 1.5.1. Transverse intensity profiles of LG\(_{l,p}\) modes. The corresponding indices, \( l \) and \( p \), are given as inserts.
In this work, we choose to alter only the phase component of our initial Gaussian beam with a spatial light modulator (this technique will be discussed in detail in chapter 2), and so we are unable to generate true LG modes, such as that described in Eq. (1.5.1), and instead we generate an approximation, mathematically described as

\[ u(r, \theta) = u_0(r) \exp(i \theta). \]  

(1.5.3)
\( u \) is the amplitude distribution of the approximated LG mode, often termed an optical vortex; \( u_0 \) is the initial Gaussian amplitude distribution and \( \exp(\imath l \theta) \) is the azimuthally-varying phase factor, which gives rise to the OAM carried in the optical vortex.

When the mode index \( l = 0 \), no azimuthally-varying phase is imparted to the initial Gaussian beam, \( u_0 \), resulting in the beam remaining in its initial Gaussian state, having a spherical wavefront. As \( |l| \) increases so the azimuthally-varying phase factor, \( \exp(\imath l \theta) \), converts the spherical wavefront, of the Gaussian beam, into a helical wavefront, where the number of spirals in the wavefront is given by \( |l| \). The sign of \( l \) denotes the handedness of the spiral. A clockwise rotation can be assigned to a positive \( l \) and an anticlockwise rotation to a negative \( l \).

The first row, in Fig. 1.5.4, contains a surface plot of the wavefront of different vortex modes. This too can be viewed as the phase profile, \( \exp(\imath l \theta) \), imparted to the initial Gaussian beam. A wavefront maps out a surface of points, in the wave, all possessing the same phase. The values for \( |l| \) increase from left to right and are given as inserts in the first row. At the centre of each phase profile, it is evident that the phase is undefined. This manifests as a null in the intensity of the mode, which is evident in the middle row. The intensity profiles, given in the middle row, are calculated by implementing Eq. (1.5.3). Corresponding 3D plots of the wavefronts, for each mode, are given in the bottom row, illustrating that the mode index \( |l| \) assigns the number of spirals in the wavefront and the sign of \( l \) its handedness.
Fig. 1.5.4. Top row: Phase profiles for various vortex modes. The red arrow denotes the rotation in the phase profile. Middle row: Corresponding transverse intensity profiles for the various vortex modes. Bottom row: Corresponding wavefronts for the various vortex modes, courtesy of [36].

1.6. Bessel beams

Another solution to the Helmholtz wave equation, which we are interested in, for their non-diffracting nature and ability to carry OAM, are Bessel beams. It was Durnin [37] who first discovered a set of solutions for the free-space Helmholtz equation which are propagation-invariant and are mathematically described by Bessel functions. Mathematically, these solutions consist of an infinite number of concentric rings, existing over an infinite area, resulting in the beam carrying an infinite amount of power. Since this is not physically possible, the Bessel beam that is generated in the laboratory is an approximation – a Bessel-Gauss beam, whose field is described as

\[
u(r, \theta, z) = A \frac{a_k}{\omega(z)} \exp \left[ i \left( k - \frac{k^2}{2k} \right) z - i \Phi(z) + i l \theta \right] J_l(k, r / (iz / z_k)) \times \exp \left[ -\frac{1}{\omega^2(z)} + i \frac{k}{2R(z)} \left( r^2 + \frac{k^2 z^2}{k^2} \right) \right],
\]

(1.6.1)
$A$ is an amplitude factor, $J_l$ is the $l^{th}$-order Bessel function, $k_r$ is the radial wave-vector and $\omega_0$ is the initial beam waist. The parameters $\omega(z)$, $z_R$, $R(z)$ and $\Phi(z)$ have the same definition as for those presented in section 1.4. When the propagation distance, $z$, is zero, the field simplifies to a Bessel function enveloped by a Gaussian beam

$$u(r, \theta, 0) = AJ_l(k_r r) \exp \left[ -\left( \frac{r}{\omega_0} \right)^2 + il\theta \right].$$  \quad (1.6.2)

Both the zero-order and higher-order Bessel beams propagate over an extended distance in a diffraction free manner. To illustrate the visual distinction between a zero-order and a higher-order Bessel beam, an example of their cross-sectional and transverse intensity profiles appear in Figs 1.6.1 and 1.6.2, respectively.

![Image](image.png)

Fig. 1.6.1. (a) Cross-sectional profile and (b) transverse profile of the intensity of a zero-order Bessel beam.
Fig. 1.6.2. (a) Cross-sectional profile and (b) transverse profile of the intensity of a higher-order $(l = 3)$ Bessel beam.

The original method for generating zero-order Bessel beams was introduced by Durnin [38], when he illuminated a ring-slit aperture in the back focal plane of a lens with a plane wave. Since then, refractive optical elements, such as axicons [39-41] and diffractive optical elements such as computer generated holograms [42-47], have been used to generate both zero and higher-order Bessel beams. In chapter 3 we will illustrate how we generate superpositions of higher-order Bessel beams.

Another interesting property of these beams, apart from being non-diffracting, is they are self-reconstructing [48, 49], meaning they are able to reconstruct after encountering an obstacle. The light rays, forming a Bessel beam, propagate on a cone, so placing an obstacle in the path of the beam will cause some of the light to be obstructed but the light rays that are not blocked, will reconstruct to reform the Bessel beam.

1.7. Conclusion

We started the chapter with a literature review of optical OAM (section 1.1), followed by implementing Maxwell’s equations to derive the paraxial approximation of the Helmholtz wave equation (section 1.2.). Since beams carrying a phase factor of $\exp(\imath \theta)$ are of particular importance in this thesis, due to the fact that they possess a well-defined OAM, it was shown in section 1.3 that this phase factor gives rise to OAM in the beam. Some solutions to the
Helmholtz wave equation, which are implemented in this thesis, such as Gaussian beams (section 1.4), LG beams (section 1.5) and Bessel beams (section 1.6) were defined.

1.8. References
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CHAPTER TWO

Components to Manipulate Orbital Angular Momentum

2.1. Introduction

Since the discovery that photons in helically-phased light beams have a quantized OAM [1, 2], researchers have developed techniques to efficiently generate light beams which carry OAM, be it either a true LG mode or an optical vortex. The generation of such modes has advanced from cylindrical lens mode converters [1] to spiral phase plates (SPP) [3] and the widely-used fork hologram [4]. The fork holograms, previously only generated in the form of computer generated holograms, printed on transparent-film, are now reproduced with a liquid crystal device: a spatial light modulator (SLM) [5].

Apart from being able to generate beams which carry OAM, there is also a great need to be able to measure the amount of OAM present in an optical field. The need for measurement techniques has arisen as a means for higher-dimensional quantum information processing, for example quantum cryptography [6 – 8], to be a success. Currently, many techniques exist in the area of measuring OAM, ranging from computer-generated holograms [9-12] to interferometers [13-15]. The fork hologram, which when illuminated with the output mode from a laser, or single-mode fiber, produces the required OAM state in the first-diffraction order. This can also be used in reverse to couple light of a particular OAM state into a single-mode fibre [9].

However, taking advantage of the large state-space offered by OAM requires that at any given time one must test for all possible states, and in the case of the fork hologram, one can only test for the OAM state that is encoded in the fork hologram. Attempts to develop more complicated holograms which test multiple states have been made [10, 11], however their efficiency is inversely proportional to the number of states being tested. Recently it has been shown that two SLMs in conjunction with a lens can be used to convert the OAM state of light to a specific lateral position [12]. Even though this approach proved effective for the separation of eleven OAM states, it is limited in that the resulting spots slightly overlap. Other techniques have involved de-multiplexing free-space OAM beams [16], as well as investigating the diffraction patterns of beams carrying OAM [17]. In all of the previously mentioned measurement
techniques, the OAM mode is altered during the measurement procedure. An alternative setup which does not alter the OAM state during the measurement procedure, is a Mach-Zehnder interferometer with two Dove prisms in each arm [13], which sorts odd and even OAM states into two separate ports.

All of the above mentioned techniques to generate optical OAM will be discussed in this chapter. We will first look at how holograms, and in particular digital holograms, are used to generate, as well as detect, vortex modes. Due to the fact that one can easily compute the digital hologram one wishes to create, this is the only technique that we implement in this work. The other two methods for generating vortex modes, SPPs and cylindrical lens mode converters, although not executed experimentally in this work, will be outlined in sections 2.6 and 2.7, respectively. The only other technique for measuring OAM modes that will be discussed in this chapter is the Dove-prism embedded Mach-Zehnder interferometer. The concept behind this device will be outlined in section 2.8. This interferometer is known to be very unstable and in section 2.9, we present a new arrangement for a robust “odd-even OAM sorter” [14]. In the following chapter, chapter 3, we will implement the Dove-prism embedded Mach-Zehnder interferometer to mimic an amplitude damping channel for OAM modes [18].

2.2. Digital holography

Before discussing the technique of digital holography, it makes sense to first introduce the principle behind conventional holography. A schematic illustrating the process behind conventional holography is given in Fig. 2.2.1. Conventional holography involves creating a hologram by illuminating an object with a laser beam [19]. The interference pattern that is obtained between the object beam and the reference beam is recorded onto photographic film and is termed a hologram. By reversing the process and illuminating the hologram (or interference pattern) with the initial reference beam (at the same angle of incidence as when producing the hologram), the object beam is reconstructed.
Fig. 2.2.1. Schematic illustrating the principle behind how (a) a hologram is constructed and (b) then used to form the desired object beam.

In the case of digital holography one does not need the object beam to physically exist. If the interference pattern between the reference beam and the object we wish to reconstruct can be mathematically formulated, the interference pattern can be computed and is often referred to as a computer-generated hologram. The computer-generated hologram can then be printed onto photographic film, thus resorting back to the early holography techniques. However, with the innovation of liquid crystal devices, these computer-generated holograms can be implemented digitally. The advantage in this technology is that no physical printing of the hologram is required. Instead a calculated hologram is electronically addressed to a liquid-crystal display (much like displaying an image on a computer screen), which allows a single liquid crystal display to be re-used for many different holograms, resulting in no re-alignment of the optical setup when a hologram is changed.
2.3. Spatial light modulators

A device which implements liquid crystal technology for the construction of digital holograms is a spatial light modulator (SLM). It is suitably given its name because it modulates the phase (and in some cases the amplitude) of an incident beam. The SLM that we utilize in this work is a HoloEye PLUTO VIS SLM. It is a phase-only device and we use it to alter only the phase structure of our reference beam. This device can also be used to perform amplitude modulation, which will be discussed in chapter 4.

A photograph of one of our SLMs appears in Fig. 2.3.1. It consists of a liquid crystal display which is programmed and addressed by a circuit board via a flex-cable. Mathematically, a grey-scale interference pattern between our reference beam and the object beam that we wish to reconstruct is computed and programmed onto the SLM, where we are able to modulate the phase of our reference beam. The phase of the reference beam is altered according to the shade of grey present at each pixel of the computer-generated hologram.

![Fig. 2.3.1. Photograph of a HoloEye SLM, marking the circuit board, flex-cable and liquid crystal display (of which an enlarged view is contained as an insert in the bottom right corner).](image)

The liquid crystal display is the crucial component of the SLM and (in our case) it consists of 1920 × 1080 pixels each having a dimension of 8 μm. The mechanism of the display is based on electrically controlled birefringence. Each pixel is addressed by two electrodes and the molecules making up the pixels are aligned parallel to the electrodes, as in Fig. 2.3.2. When the electrodes are applied with an electric field, the molecules are forced to tilt in the direction of the electric field.
The grey-scale holograms are represented with 256 grey levels and the voltages across each pixel are adjusted appropriately according to the shade of grey present at each pixel in the hologram. This is depicted in Fig. 2.3.3, where black, representing no phase modulation, requires no voltage to be addressed to the electrodes. Increasing the phase modulation (or grey-level) involves increasing the voltage applied across the pixels. When no voltage is applied across the pixel, the molecules remain aligned parallel to the electrodes. As the voltage increases the molecules tilt further away from their initial orientation.

The incident light needs to be linearly polarized, parallel to the axis of the liquid crystal molecules (i.e. vertically polarized). When the molecules tilt in the direction of the applied electric field, the refractive index seen by the light changes accordingly and consequently so does its phase, evident from the following relationship

\[ \delta = \frac{2\pi}{\lambda} dn. \]  

(2.3.1)

\( \delta \) represents the phase-shift experienced by the beam; \( \lambda \) is the wavelength of the incident beam; \( d \) is the optical path length in the liquid crystal pixel and \( n \) is the refractive index of the liquid crystal pixel, which is proportional to the voltage applied across the electrodes.
Fig. 2.3.3. A schematic, illustrating that the grey value present in the hologram is translated into an electric field applied across an array of liquid crystal molecules. This results in the molecules tilting in the direction of the applied electric field, thus changing the refractive index of the liquid crystal pixel and consequently the phase of the incident wave.

From Eq. (2.3.1) it is evident that the phase modulation is dependent on the wavelength of the incident light. For example, if one requires a grey-level of 128 to represent a $1\pi$ phase shift, then the voltage required to produce this phase shift for a wavelength of 633 nm will differ from that required for 534 nm. It is for this reason that the user needs to adapt the electro-optical response of the SLM when switching between different laser sources. The calibration procedure for optimizing the SLM at a particular wavelength is outlined in appendix A1.

Although SLMs are extremely versatile, they are not free of efficiency problems. The major concern is that not all of the incident light is diffracted to produce the desired object beam. This is due to (1) the structure of the liquid crystal display and (2) the diffraction efficiency of the device.

The liquid crystal display consists of a 2D array of pixels, where the spacing between the pixels cause the device to operate as a 2D grating, resulting in the light being diffracted into many orders. Figure 2.3.4 contains a photograph of the SLM, while it is not addressed with a computer-generated hologram, illustrating how the grid structure of the pixels produces many diffraction orders. This is also evident in the intensity profile of the field reflected from the SLM (contained as an insert in Fig. 2.3.4). The other orders, surrounding the bright central spot are additional diffraction spots from the 2D grating structure. When the incoming light is incident on a non-pixel (i.e. a space between pixels) the light is lost and not reflected. This is referred to as the ‘fill factor’, which means that a certain portion of the area of the liquid crystal
display is covered by pixels while the remaining area by non pixels. This also contributes to the efficiency problems.

![Image of SLM device](image)

**Fig. 2.3.4.** Photograph of the SLM, illustrating the diffraction orders due to the pixelation of the device. An intensity profile of the field, reflected from the liquid crystal display, is shown as an insert.

The second issue is that the liquid crystal device is unable to diffract the entire incident beam into the required object beam. These devices are known to have a less than perfect diffraction efficiency, and in the case of the HoloEye SLM, it has a diffraction efficiency of 80%. This means that 80% of the incident beam will be diffracted into the required object mode, while the remaining 20% will consist of the undiffracted incident beam. The field reflected from the liquid crystal display will consist of a superposition of diffracted object beam and undiffracted reference beam, which will give rise to a reduction in the quality of the required mode. To overcome this issue, a grating is placed on top of the computer-generated hologram so as to separate the diffracted object beam (the first order) from undiffracted reference beam (the zero order).

To illustrate this, first ignore all the other orders which are introduced due to the pixelation of the display and consider only the centre on-axis order. Figure 2.3.5 contains an example where a computer-generated hologram is used to generate our institute’s logo (NLC), when it is illuminated by a Gaussian beam. When the display contains only the computer-generated hologram, a Gaussian spot appears in the centre of the object beam. This is the portion of the incident reference Gaussian beam which has not been diffracted. To separate the diffracted and
undiffracted components a grating is placed over the computer-generated hologram. This is illustrated in columns 2 to 5 of Fig. 2.3.5. By decreasing the grating spacing, the diffracted and undiffracted components are separated farther apart. It is the diffracted component (the NLC logo) that moves farther away from the undiffracted stationary Gaussian component.

Since a basic understanding of how a SLM works has been given we will move onto the computer-generated holograms that are produced, so as to realize vortex modes in the laboratory. The two types of holograms that will be discussed are termed spiral and fork holograms and the choice for their names will become evident in sections 2.4 and 2.5.

2.4. Spiral holograms

The mode which we are interested in creating is a vortex mode, whose amplitude distribution is mathematically described by Eq. (1.5.3). Therefore since we use a Gaussian beam as our initial reference beam, we need only generate a hologram which represents the following transmission function

$$t(\theta) = \exp(il\theta). \quad (2.4.1)$$

A variety of spiral holograms are given in Fig. 2.4.1, accompanied with experimentally produced vortex modes. As the number of times that the phase in the spiral hologram varies from 0 (black) to $2\pi$ (white), so the topological charge carried by the vortex mode increases.
Fig. 2.4.1. *Top row:* A series of computer-generated holograms, with increasing $l$ (from left to right), with accompanying experimentally recorded vortex modes (*bottom row*). For the recording of the experimentally produced modes (*bottom row*) a blazed grating was used (this will be discussed in section 2.4.2).

However, as with most computer-generated holograms, if a grating has not been introduced the vortex mode produced will consist of a mixture of the undiffracted Gaussian beam and the diffracted vortex mode. This results in $l$ individual vortices (or singularities) each of a topological charge of one, existing in the final mode. This effect is illustrated in Fig. 2.4.2 (c). To overcome this problem, a grating is added to the hologram so as to spatially separate the undiffracted and diffracted components. In particular a blazed grating is used, which is discussed in section 2.4.2.

Fig. 2.4.2 *Top row:* illustrates the mode (c) that is produced when a Gaussian beam (a) illuminates a spiral hologram (b). Adding a grating to the spiral hologram, as in the insert of (e), the undiffracted and diffracted components separate, as in the insert of (f).
2.4.1. Off-axis spiral holograms

The spiral hologram, as given in Eq. (2.4.1), will only form the required vortex mode as long as the reference Gaussian mode illuminates the centre of the hologram. In other words, the propagation axis of the Gaussian beam needs to be collinear with the singularity in the spiral hologram. Any displacement of the initial Gaussian beam off of the singularity in the hologram produces a superposition of a Gaussian and a vortex mode. This has been noted in Ref. [20].

By measuring the ratio between the maximum and minimum intensities in the annular ring (illustrated in Fig. 2.4.1.1), the percentages of Gaussian and vortex modes present in the field can be determined. Figure 2.4.1.1 contains a theoretically plotted intensity profile for a mode produced by a displaced spiral hologram, where \( l = 1 \), as well as the cross-sectional intensity profile. The ratio of \( I_1 \) to \( I_2 \) gives the ratio of Gaussian to vortex mode present in the field. The next two rows contain experimentally recorded and theoretically calculated intensity profiles for spiral holograms displaced by a distance of 0 mm, 0.04 mm and 0.08 mm. The graph in the bottom row contains a plot of the vortex percentage present in the superposition, as a function of the displacement of the singularity in the hologram. The red points are measured results and the green curve is the theoretical calculation, illustrating very good agreement.
Fig. 2.4.1.1. *Top row:* A mode produced by a displaced spiral hologram accompanied with a cross-sectional intensity profile (taken across the white dotted line). *Middle row:* Experimentally recorded (*top*) and theoretically calculated (*bottom*) intensity profiles for holograms displaced at a distance of 0.0 mm, 0.04 mm and 0.08 mm. *Bottom row:* Plot of the percentage of vortex mode present in the superposition, as a function of the displacement distance. The green curve is the theoretical result and the red dots are the measured data.

### 2.4.2. Blazed spiral holograms

A blazed grating, unlike a standard grating which consists of a series of sinusoidal grooves, is constructed in such a way that the grooves have a triangular profile [21] (refer to Fig. 2.4.2.1). Unlike sinusoidal gratings, which produce a diffraction pattern whose intensity profile is
described by a Gaussian function around the first diffraction order, a blazed grating transfers most of the incident light solely to the first diffraction order. The efficiency for the blazed grating to transmit the light into the first diffraction order is dependent on the blaze angle $\theta_B$ (given in Fig. 2.4.2.1).

![Blazed Grating](image1)

**Fig. 2.4.2.1.** Left: A blazed grating. Right: A cross-sectional profile of the blazed grating (taken across the red dotted line on the left).

The expression for a spiral hologram (Eq. 2.4.2) superimposed with a blazed grating is given as [22]

$$ t(r, \theta) = \text{mod} \left( l \theta - \frac{2\pi}{\Lambda} r \cos \theta, \ 2\pi \right), \quad (2.4.2.1) $$

where $\Lambda$ is the grating spacing. Examples of holograms (computed with the use of Eq. (2.4.2.1)) are given in Fig. 2.4.2.2, for a set grating spacing of $\Lambda = 23$ pixels. As the value of $l$ increases so the number of dislocations (or fork prongs) increases. The sign of $l$ denotes whether the prongs point up (positive) or down (negative).

![Blazed Spiral Holograms](image2)

**Fig. 2.4.2.2.** A series of blazed spiral holograms for $l = -3$ to 3.

There is a limit to the dimension of the grating spacing, $\Lambda$, which can be written to the SLM. If it is too small, then unwanted dislocations may appear in the hologram, as in the case of Fig. 2.4.2.3 (b) - (d). This will result in unwanted singularities (or vortices) appearing in the desired mode, where the number of additional vortices is related to the number of unwanted
dislocations. An example of this is given as an insert in Fig. 2.4.2.3 (d). These interference patterns (b) – (d) that are formed are termed Moiré patterns [23].

![Blazed spiral holograms](image)

Fig. 2.4.2.3 Blazed spiral holograms having the following grating spacings (a) 50 pixels; (b) 9 pixels; (c) 7 pixels; and (d) 4 pixels. An insert of the required vortex mode produced by hologram (a) is given. The mode produced by hologram (d) is also given as an insert.

To detect an OAM mode of charge $l$, a blazed spiral hologram can be used when it is assigned the complex conjugate of the mode of interest (i.e. $(\exp\{il\theta\})* = \exp\{-il\theta\}$). For example, if one requires to detect photons having an OAM of $l = 2$, then a blazed spiral hologram of $\Delta m = -2$ is encoded onto the SLM and a single mode fibre is placed at the first diffraction order to couple in the Gaussian mode.

Figure 2.4.2.4 contains a photograph of the experimental setup, which we used to detect incoming vortex modes with the use of a blazed spiral hologram. SLM 1 was used to generate the vortex mode (the hologram is depicted alongside SLM 1), which was then imaged with a 4f system to the plane of SLM 2. A 4f lens system was used, as opposed to a 2f system (which merely images the amplitude), as we wanted to image both the amplitude and phase. The hologram encoded onto SLM 2 is the complex conjugate of that which was programmed onto SLM 1 and appears next to SLM 2. After SLM 2, we monitor the two diffraction orders, $n = 0$ and $n = 1$, and noted that a Gaussian mode was produced in the 0th diffraction order, resulting in light being coupled into the single mode fibre. A vortex mode was produced in the first diffraction order, resulting in minimal light (due to a misalignment in the system) being coupled into the single mode fibre.
Fig. 2.4.2.4. A photograph, with accompanying labels, illustrating the detection of a $l = 1$ vortex mode. The red arrows mark the direction of the beam, as well as the two diffraction orders after SLM 2. The prism (P) speeds up the diffraction of the two orders.

### 2.5. Fork holograms

The next form of hologram that is used to generate vortex modes is a fork hologram. It is very similar to the blazed spiral hologram, in its appearance, however instead of producing a single vortex mode in the first diffraction order, vortex modes are produced in all the other diffraction orders.

The transmission function for a fork hologram, as with all computer-generated holograms, is produced by determining the interference pattern between a reference beam, in this case a plane wave, and an optical vortex, resulting in the following transmittance function [24]

$$t(r, \theta) = \exp \left( i \cos \left( \theta - \frac{2\pi}{\Lambda} r \cos \theta \right) \right).$$  \hfill (2.5.1)

where $\Lambda$ is the grating spacing. Examples of holograms (computed using Eq. (2.5.1)) are given in Fig. 2.5.1, for a set grating spacing of $\Lambda = 21$ pixels. As the value of $l$ increases so the
number of fork prongs increases and the sign of $l$ denotes whether the prongs point up (positive) or down (negative), just as in the case of the blazed spiral holograms.

![Fig. 2.5.1. A series of fork holograms for $l = -3$ to 3.](image)

The grating used in the fork hologram is a sinusoidal grating and a cross-section of the grating is given in Fig. 2.5.2.

![Fig. 2.5.2. Left: A sinusoidal grating. Right: A cross-sectional profile of the sinusoidal grating (taken across the red dotted line on the left).](image)

In using the fork hologram, which has a sinusoidal grating, to generate vortex modes, $-n$ to $n$ diffraction orders are produced. The topological charge of the vortex at each diffraction order is dependent on the diffraction order, $n$, and the charge of the fork hologram, $\Delta m$, as follows [9]

$$l = n\Delta m.$$  \hspace{1cm} (2.5.2)

A particular scenario is given in Fig. 2.5.3, when a Gaussian beam (having a topological charge of $l = 0$) illuminates the centre of the fork hologram, $\Delta m = 1$, and the topological charges of the vortices at each diffraction order is given by Eq. (2.5.2), i.e. $l_2 = -2$, $l_1 = -1$, $l_0 = 0$, $l_1 = 1$ and $l_2 = 2$. Diffraction orders on either side of $n = -2$ and $n = 2$, do exist, but have been omitted for simplicity. As in the case of the blazed spiral hologram, the incident beam needs to be centred on the singularity in the fork hologram in order for a pure vortex mode to be produced.
As well as being used for the generation of vortex beams, the fork hologram can also be used in reverse to measure topological charges of vortex beams.

In Ref [9], it is stated that: “Reversing this process, a photon with angular momentum $\Delta m\hbar$ before the grating can be detected by the mono-mode fibre detector placed in the first diffraction order”. This means that an incident vortex mode, having a charge equal to the charge of the “fork” hologram, will produce a Gaussian beam in the first diffraction order. The corresponding charge of the vortex mode present at each of the $n^{th}$ diffraction orders is determined as follows

$$l_n = n\Delta m + l_i,$$  \hspace{1cm} (2.5.3)

where $l_n$ denotes the charge in the $n^{th}$ diffraction order and $l_i$ is the initial charge in the beam, incident on the fork hologram.

An example is given in Fig. 2.5.4. If a vortex mode having a charge of $l_i = 2$, illuminates a fork hologram having a charge of $\Delta m = -2$, then a Gaussian beam will form in the first diffraction order. Intuitively, this makes sense as we are multiplying the vortex mode $u_i\exp(il\theta)$ by its complex conjugate, $\exp(-il\theta)$, and so the Gaussian component, $u_0$, is produced. A single-mode fibre, which couples in only the Gaussian mode, is placed at the first diffraction order so as to

Fig. 2.5.3. A schematic illustrating the diffraction orders that are produced when a Gaussian beam, $l = 0$, illuminates a fork hologram, having a charge of $\Delta m = 1$. 

[Image of a schematic showing the diffraction orders with labels $l = 0$ and $\Delta m = 1$.]
detect single photons possessing an OAM of $-\Delta m$ (in this case an OAM value of $2\hbar$). The disadvantage to this technique is that only the photons possessing an OAM of $-\Delta m$ are detected.

Fig. 2.5.4. A schematic illustrating how a fork hologram can be used to detect a vortex mode of charge $-\Delta m$.

### 2.6. Spiral phase plates

A spiral phase plate (SPP) [3], also referred to as a vortex lens, is constructed from a piece of transparent material (such as fused silica) which has a gradually increasing, spiralling thickness. This imposes a vortex structure on the incident beam by linearly varying the optical path length and thus inducing a phase shift in the beam. An example of a SPP is given in Fig. 2.6.1.

Fig. 2.6.1. (a) A photograph of a SPP courtesy of [25]. (b) Schematic of the mechanism of a SPP courtesy of [26].
When etching or micro-machining the spiral surface into the transparent material, the pitch (given as $\Delta d$ in Fig. 2.6.1) is related to the wavelength, $\lambda$, the desired charge, $\Delta m$ and the refractive indices of the material, $n_m$, and its surroundings, $n_s$, \cite{27}

$$\Delta d = \frac{\Delta m \lambda}{\mu} (n_m - n_s).$$  \hspace{1cm} (2.6.1)

$\mu$ is termed the pitch multiplicity and is given by the number of pitch edges (or dislocations) in the SPP.

The number of spirals etched into the SPP can be increased, similar to the spiral hologram. However, the spiral surface needs to be ‘smooth’ in order for the SPP to be efficient at diffracting the light, so increasing the number of spirals will decrease the diffraction efficiency. Another disadvantage of SPPs is that each one is applicable to one wavelength and one topological charge. The charge, $\Delta m$, offered by the SPP can be changed to $-\Delta m$, by flipping the SPP.

**2.7. Cylindrical lens mode converters**

The next method that we will mention is that of cylindrical lenses which are used to convert Hermite-Gaussian (HG) modes into LG modes and was first used by Allen et al. \cite{2}. Our discussion of cylindrical lenses will not be very detailed, as this technique is not used in this work and HG modes are not discussed in this thesis.

A cylindrical lens mode converter, also termed an astigmatic mode converter, is based on cylindrical lenses which convert HG modes of all orders to corresponding LG modes. In order for this to be realized, two steps need to take place. Firstly, the HG mode needs to be rotated by 45° so that it forms a diagonal HG (DHG) mode, which is a superposition of two HG modes. The mathematical representation of this, for the first-order case, is

$$DHG_{10} = \frac{1}{\sqrt{2}} (HG_{10} + HG_{01}),$$  \hspace{1cm} (2.7.1)

The second step involves introducing a relative phase shift of 90° between the two HG modes as this will represent a LG mode.
In order for the two HG modes to be out of phase by 90°, a pair of cylindrical lenses is used to alter the Gouy phase of the HG modes depending on their mode indices, thus introducing a relative phase shift between them.

The Gouy phase of the HG mode is altered by changing the Rayleigh range of the mode, without changing the position of the beam waist. By placing a lens into the HG mode, which has a Rayleigh range of \( z_A \), the focal length is selected such that the Rayleigh range changes to \( z_B \), while leaving the position of the beam waist unaltered. Aligning the lens in the \( x \) direction will result in the Rayleigh range in the \( y-z \) plane being affected; resulting in the Rayleigh ranges, \( z_{Bx} \) and \( z_{By} \), no longer being equal. This differing in the Rayleigh ranges, in the \( x-y \) and \( y-z \) planes, means that the HG\(_{10} \) and HG\(_{01} \) mode pair will be out of phase. The mode is then elliptical, or astigmatic. A second cylindrical lens is introduced and aligned along the same axis so that the Rayleigh ranges, \( z_{Bx} \) and \( z_{By} \), are once again equal.

### 2.8. Dove prism embedded Mach-Zehnder interferometer

The next device that we will discuss is a Mach-Zehnder interferometer, with a Dove prism inserted in each of its arms, which is used to sort odd and even vortex modes [13]. A Mach-Zehnder interferometer can be aligned appropriately so that constructive and destructive interference occurs simultaneously in the two output ports. In the case of the ‘odd-even OAM sorter’, depicted in Fig. 2.8.1, which is based on the Mach-Zehnder interferometer, a Dove prism, which flips the transverse cross-section of a transmitted beam [28] (illustrated in Fig. 2.8.1 (a)), is placed in each arm of the interferometer.

Rotating the cross-sectional phase profile of the transmitted vortex beam, introduces a relative phase difference between the two arms of the interferometer. The phase difference, \( \Delta \phi \), is proportional to the state, \( l \), of the transmitted vortex beam and the relative angle, \( \beta \), between the two Dove prisms and is defined as \( \Delta \phi = 2l\beta \). When the two Dove prisms are rotated with respect to each other by an angle of 90°, the transmitted vortex beam is rotated by an angle of 180° and the relative phase difference between the two arms of the interferometer is \( \Delta \phi = l\pi \). By appropriately adjusting the path length of the interferometer, constructive interference will occur.
in one of the two output ports for even $l$-valued states and in the opposite port for odd $l$-valued states.

**Fig. 2.8.1.** (a) The effect a single Dove prism has on the phase profile of a beam. (b) Schematic of the ‘odd-even OAM sorter’ (BS: beam-splitter, M: mirror, DP: Dove prism).

The additional phase acquired by the beam (exiting in port A) from each of the optical components, in propagating through the arms, A1 and A2, is given by

$$
\varphi_{A1\rightarrow A} = \frac{\pi}{BS_1} + \frac{\pi}{M_1} + \frac{2\beta}{DP_2} t + \frac{2\pi}{\lambda} d_1
$$

(2.8.1)

and

$$
\varphi_{A2\rightarrow A} = \frac{2\pi}{\lambda} t + \frac{\pi}{BS_2} + \frac{2\pi}{\lambda} d_2,
$$

(2.8.2)

respectively. $d_1$ and $d_2$ are the path lengths of the two arms, A1 and A2, respectively and $t$ is the optical path length of the beam-splitter. For the beam exiting in port B, the additional phase incurred by the optical components is given by

$$
\varphi_{A1\rightarrow B} = \frac{\pi}{BS_1} + \frac{\pi}{M_1} + \frac{2\beta}{DP_2} t + \frac{2\pi}{\lambda} t + \frac{2\pi}{\lambda} d_1
$$

(2.8.3)

and
\[ \varphi_{A2 \rightarrow B} = \frac{2\pi}{\lambda} d_1 - \frac{\pi}{\beta S_1} + \frac{2\pi}{\lambda} d_2 - \frac{\pi}{\beta S_2} \] 

(2.8.4)

Since the two arms of the interferometer are equal, \( d_1 = d_2 \), the phase difference in output port A is determined as

\[ \Delta \varphi_A = 2l\beta \]  

(2.8.5)

and that in port B as

\[ \Delta \varphi_B = \pi + 2l\beta \]  

(2.8.6)

The additional phase shift of \( \pi \), in Eq. (2.8.6), is due to the reflection in the first beam-splitter.

In the case where the relative angle, \( \beta \), between the two Dove prisms is set to 90°, the phase difference in each output port reduces to the following

\[ \Delta \varphi_A = 2l \frac{\pi}{2} = l\pi \] 

(2.8.7)

\[ \Delta \varphi_B = \pi + 2l \frac{\pi}{2} = (l + 1)\pi. \] 

(2.8.8)

From the above equations it is evident that when \( l \) is even, constructive interference occurs in port A and destructive interference occurs in port B and vice versa for the case of \( l \) being odd. Therefore this device has been termed an ‘odd-even OAM sorter’. Examples of vortex modes being sorted into odd (A) and even ports (B) is given in Fig. 2.8.2.

Fig. 2.8.2. Experimental results of the interferometer sorting various vortex modes. The even vortex modes (\( l = 0, 2 \) and 4) exit in port A and odd vortex modes exit in port B.
In the following section we adapt this device to produce a robust version of the ‘odd-even OAM sorter’

2.9. Robust Dove prism embedded Mach-Zehnder interferometer

2.9.1. Introduction

The implementation of the ‘odd-even OAM sorter’ has been reported in numerous publications, some of which include introducing a binary amplitude grating to further detect OAM states [29], developing an amplitude damping channel for OAM [18] and developing a linear optical CNOT gate for OAM [30]. The implementation of such an interferometer to sort odd and even $l$-states, especially in the case of developing a cascade of $N$-interferometers to measure $N$ $l$-states, can prove technically challenging. To date, the only attempt to make such a device more stable has involved incorporating a Sagnac interferometer [31, 32], as opposed to a Mach-Zehnder interferometer, which is known to be phase-stable. Such an approach does, however, require additional polarization optics to further sort the OAM states. Even though many publications have been dedicated to the implementation of the Dove prism embedded Mach-Zehnder interferometer, none, to the best of our knowledge, have attempted to make the device more stable.

In this section we develop a robust Dove prism embedded Mach-Zehnder interferometer (requiring no internal degrees of freedom) capable of sorting odd and even OAM states of light [14]. We demonstrate its efficiency by sorting a maximum of forty-one OAM states ($l = -20$ to $l = 20$), producing a contrast between constructive and destructive interference which ranges over the tested OAM states from 92% to 61%. The development of a robust interferometer has implications in quantum cryptography and high density information transfer.

2.9.2. Concept

The main point to remember is that by appropriately adjusting the path length of the interferometer and setting the relative angle between the two Dove prisms to 90º, constructive interference will occur in one of the two output ports for even $l$-valued states and in the opposite
port for odd $l$-valued states. The relative phase difference between the two arms of the interferometer is $\Delta \varphi = l\pi$. In this section we will discuss the principle behind our improved, robust interferometer.

In setting up each optical component of the ‘odd-even OAM sorter’, many degrees of freedom play a role in ensuring the correct outcome. The alignment of the beam-splitters, Dove prisms and mirrors within the interferometer, as well as the path length, need to be adjusted. In this work, we make use of a prism (illustrated in Fig. 2.9.2.1 (a) and (b)), similar to a Dove prism, in that it rotates the transverse cross-section of a transmitted beam, but its entry and exit faces are perpendicular to the optical axis. This construction of a phase-rotating prism having parallel sides, first noted in Ref. [33], allows one to easily mount it on either side of a beam-splitter. Introducing right-angled prisms, as opposed to mirrors, we are able to glue all the optical components into a single compact housing, depicted in the photograph in Fig 2.9.2.1 (c). By leaving the second right-angled prism free-standing, the optical path length of the interferometer can be finely adjusted.

In studying Fig. 2.9.2.1 (a), it is evident that a displacement of the incoming beam in the $y$-direction will have no effect on the functioning of the Dove prism, provided the optical axis of incoming beam is perpendicular to the optic axis of the Dove prism. Rotating the orientation of the Dove prism, as given in Fig. 2.9.2.1 (a), by 90º, so as to produce that in Fig. 2.9.2.1 (b), the Dove prism is insensitive to a displacement of the incident beam in the $x$-direction. The fact that the ‘odd-even OAM sorter’ requires that the two Dove prisms be rotated with respect to each other by an angle of 90º, aids the alignment of the interferometer. One of the paths will be insensitive to a horizontal displacement of the transmitted beam, while the other is insensitive to a vertical displacement of the transmitted beam. The only constraint is that perfect overlap of the two paths in the two exiting ports, A and B, be achieved, which is easily possible by adjusting the position and tilt of the incoming beam with the use of two mirrors.
2.9.3. **Experimental methodology and results**

A photograph of the device that was developed appears in Fig. 2.9.2.1 (c) and a schematic, labelling each of the components is presented in Fig. 2.9.3.1.

The various vortex modes ($l = -20$ to $20$) that we wished to sort with our interferometer, were prepared by illuminating blazed, $l$-charged spiral holograms, encoded on a Hamamtsu SLM, with a HeNe laser ($\lambda \approx 633$ nm). Two mirrors, M1 and M2 (in Fig. 2.9.3.1), were placed in front of the interferometer, so as to steer the incoming vortex mode through the interferometer. The optical components of the interferometer (two beam-splitters, two Dove prisms and a right-angled prism) were all glued together and clamped onto a flat stage. A piezoelectric mount was attached to the second right-angled prism, RP2, so that accurate selection of the interferometer path length could be obtained. The sorting of odd and even $l$-valued vortex modes into the
output ports A and B, respectively, was obtained by accurately overlapping the near- and far-field planes of the two fields exiting in each output port through the use of a mere four degrees of freedom: the two mirrors positioned before the interferometer, M1 and M2, as well as correctly setting the path length of the interferometer.

To test the effectiveness of the interferometer in separating odd and even $l$-valued vortex modes, the intensity of the interference pattern in one of the output ports was monitored with a photodiode, while the path length of the interferometer oscillated back and forth between constructive and destructive interference by the use of a piezoelectric mount and a function generator. The fringe contrast, $(v_{\text{max}} - v_{\text{min}})/(v_{\text{max}} + v_{\text{min}})$, where $v_{\text{max}}$ and $v_{\text{min}}$ are the maximum and minimum voltages from the photodiode, was calculated for various incoming vortex modes and is depicted graphically in Fig. 2.9.3.2 (a). Some of the odd and even vortex modes existing in their appropriate ports are given in Fig. 2.9.3.2 (b).

Since the SLMs are not free of aberrations, they do pose a limitation on the purity of the vortex mode that is created. Even though the flattest of our SLMs was used and careful alignment of the optics was undertaken, the aberrations present, lead to a degradation in the performance of the interferometer, especially at high $l$-valued vortex modes. When an aberration is added to a beam carrying OAM, the beam becomes a superposition of different $l$-valued modes. At the lowest integer value of $l$, $l = 0$, the fringe contrast is at a maximum (at 92.2%), illustrating that constructive and destructive interference for the case of a low $l$-valued OAM state is notably
distinctive. As the magnitude of $l$ increases, so the contrast decreases, illustrating that constructive and destructive interference for higher $|l|$-valued OAM states becomes less obvious. Across twenty-one OAM states (from $l = -10$ to $l = 10$) the contrast drops from 92.2% to 85.3%, indicating that our setup is extremely robust at sorting OAM states. Special mention should be made that no adjustment of the four degrees of freedom (external to the interferometer) needed to be made during the course of collecting the measurements in Fig. 2.9.3.2. Previously to obtain such results, one would have to adjust all the degrees of freedom for each optical component within the interferometer, whereas our setup has reduced the interferometer to having no degrees of freedom. Since we are able to produce high contrast over twenty-one OAM states (from $l = -10$ to $l = 10$) we suggest this setup to be suitable in quantum optics experiments such as quantum cryptography.

It should, however, be noted that due to the fact that the Dove prism can invert the polarization of a passing beam the ‘odd-even-sorting’ nature of the interferometer no longer works for an incoming polarization that is neither horizontal nor vertical. We tested this by rotating the polarization of the incident beam from horizontal to linear with the use of a half-wave plate and noticed that the interference fringes in ports A and B disappeared.

### 2.10. Conclusion

In this chapter we have introduced experimental techniques which are used to either generate or measure fields carrying OAM. We discussed how digital holography can be used to implement a computer generated hologram (which can be used to either create or measure an optical OAM field) through the use of SLMs. In sections 2.4 and 2.5 we explained how the spiral and fork holograms, respectively can be used to generate optical vortices as well as how the fork hologram is used to detect OAM, by producing a Gaussian beam in the desired diffraction order which is then coupled into a single mode fibre. We also examined two other optical components which can be used to manipulate OAM: SPPs (2.6), which impart a helical structure to the transmitted beam, thus increasing or decreasing its OAM appropriately, and cylindrical lens (2.7). The last device that we discussed is a Dove-prism embedded Mach-Zehnder interferometer which is used to sort odd and even OAM modes.

We presented our experimentally developed, robust ‘odd-even OAM sorting’ interferometer, which has no degrees of freedom and instead the alignment is simply restricted to only four degrees of freedom via two mirrors external to the interferometer, and correct setting of the path.
length [14]. We showed that this device is capable of separating twenty-one OAM states of light, having a contrast higher than 85.3%, sufficient in the detection of single photons for quantum information processing. The construction of a less technically-demanding interferometer will prove useful in the cascading of interferometers and the insertion into other sorting methods [12] for the detection of an increased OAM state-space. The ability to efficiently measure a large number of OAM states has applications in quantum cryptography [6-8] and quantum computation [34].
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CHAPTER THREE

Amplitude Damping Channel for Orbital Angular Momentum

3.1. Introduction

We implement the Dove prism embedded Mach-Zehnder interferometer to mimic an amplitude damping channel for vortex modes [1]. The principle behind amplitude damping will be presented in section 3.2.1, followed by the concept as to how the Dove prism embedded Mach-Zehnder interferometer can be used to form an amplitude damping channel for vortex modes in section 3.2.2. We test our channel on a vortex mode, having an azimuthal index of \( l = 1 \), and demonstrate that it decays to a Gaussian mode in good agreement with the theoretical model in section 3.2.3. The reason behind developing this channel is since we are able to characterize the action of such a channel on OAM states, we propose using it to investigate the dynamics of entanglement.

3.2. Amplitude damping of orbital angular momentum states

Storing and processing information in the OAM states of photons offers high storage and increased computation capacity per photon and since many of the tasks in quantum information processing depend upon entanglement, the evolution of entanglement needs to be examined [2]. Studies into how the entanglement of OAM states decoheres through a turbulent medium are currently being pursued [3]. The amplitude damping channel that we present here is important for studying how entanglement will decay through a ‘lossy’ system.

3.2.1. Amplitude damping

Before presenting the channel that we have developed to perform amplitude damping, it makes sense to first discuss the process of amplitude damping. Amplitude damping is a quantum
operation which describes energy dissipation from excited systems, such as atoms or spin
systems, to an environment [4]. Furthermore, it can also comprise the dissipation of momentum
(angular momentum, OAM or any other measurable quantity) due to an interaction with the
environment. The action of amplitude damping results in the ground state, $|0\rangle$, being left
invariant, while the excited state, $|1\rangle$, remains either invariant or decays to the ground state, by
losing a quantum of energy to the environment. The amplitude damping channel, representing
the state change for a two-level system, can be defined by the following transformation

$$\rho_s = |\psi\rangle \langle \psi | \rightarrow M_0 |\psi\rangle \langle \psi | M_0^* + M_1 |\psi\rangle \langle \psi | M_1^*, \quad (3.2.1.1)$$

where the Kraus operators are [4]

$$M_0 = \begin{pmatrix} 1 & 0 \\ 0 & \sqrt{1-P} \end{pmatrix} \quad (3.2.1.2)$$

and

$$M_1 = \begin{pmatrix} 0 & \sqrt{P} \\ 0 & 0 \end{pmatrix}. \quad (3.2.1.3)$$

$P$ is the probability that the excited state decays to the ground state. Since the amplitude
damping is given for a two-level system, we will consider the initial state of the system (in
terms of OAM) to be represented as follows

$$|\psi\rangle = \gamma_1 |l = 0\rangle + \gamma_2 |l = 1\rangle. \quad (3.2.1.4)$$

which is an arbitrary superposition of the states $|l = 0\rangle$ (the ground state) and $|l = 1\rangle$ (the excited
state). $|\gamma_1|^2 + |\gamma_2|^2 = 1$, while $|l = 0\rangle$ and $|l = 1\rangle$ represent vortex modes of charges $l = 0$ and $l
= 1$ respectively.

By substituting the Kraus operators (Eqs (3.2.1.2) and (3.2.1.3)), along with the initial state (Eq.
(3.2.1.4)), into Eq. (3.2.1.1), the final state of the system, $\rho_s$, can be found
Coupling the system appropriately to an environment with two orthogonal states \( |K = 0\rangle_E \) and \( |K = 1\rangle_E \), the unitary time evolution operator, \( U_{SE} \), of the system, \( S \), and the environment, \( E \), produces the following transformation of the amplitude damping channel and can be described mathematically as

\[
\rho_s = |\psi\rangle\langle\psi| \rightarrow M_{\text{Term1}} |\psi\rangle\langle\psi| M_{\text{Term1}}^\dagger + M_{\text{Term2}} |\psi\rangle\langle\psi| M_{\text{Term2}}^\dagger
\]

where \( M_{\text{Term1}} \) and \( M_{\text{Term2}} \) are given by

\[
\text{Term1} = \begin{pmatrix}
1 & 0 & 0 & \sqrt{1-P} \\
0 & \gamma_1 & 0 & 0 \\
0 & 0 & \gamma_2 & 0 \\
0 & 0 & 0 & 1
\end{pmatrix}
\]

\[
\text{Term2} = \begin{pmatrix}
\gamma_1 & 0 & 0 & 0 \\
0 & \gamma_1 \gamma_2 & 0 & 0 \\
0 & 0 & \gamma_2 & 0 \\
0 & 0 & 0 & 0
\end{pmatrix}
\]

\[
\rho_s = \begin{pmatrix}
\gamma_1 & \gamma_2 \sqrt{1-P} \\
\gamma_2 \sqrt{1-P} & \gamma_2 (1-P)
\end{pmatrix}
\]

Equations (3.2.1.5) illustrate that the probability that the excited state remains unchanged or that it decays to the ground state is given by \( 1 - P \) and \( P \), respectively and hence the amplitude of the excited state has been ‘damped’.

In the next step we need to verify that the transformations defined in Eqs (3.2.1.6) and (3.2.1.7) result in the final state presented in Eq. (3.2.1.5). Firstly, the state of the system and the environment is determined as

\[
|l = 0\rangle_S |K = 0\rangle_E \xrightarrow{U_{SE}} |l = 0\rangle_S |K = 0\rangle_E
\]

\[
|l = 1\rangle_S |K = 0\rangle_E \xrightarrow{U_{SE}} \sqrt{P} |l = 0\rangle_S |K = 1\rangle_E + \sqrt{1-P} |l = 1\rangle_S |K = 0\rangle_E.
\]
\[\rho_{SE} = U_{SE} \left( \ket{\psi}_s \bra{K = 0}_E \right) \cdot \left( \ket{\psi}_E \bra{K = 0}_E \right)^\dagger\]

\[
\rho_{SE} = \left( \gamma_1 \ket{l = 0}_s \bra{K = 0}_E + \gamma_2 \left( \sqrt{P} \ket{l = 0}_s \bra{K = 1}_E + \sqrt{1-P} \ket{l = 1}_s \bra{K = 0}_E \right) \right) \times \left( \gamma_1^* \ket{l = 0}_E \bra{K = 0} + \gamma_2^* \left( \sqrt{P} \ket{l = 0}_E \bra{K = 1} + \sqrt{1-P} \ket{l = 1}_E \bra{K = 0} \right) \right)
\]

(3.2.1.8)

In order to determine the state of only the system, \(\rho_s\), the environment is traced out

\[
\rho_s = \text{Tr}_E[\rho_{SE}] = \sum_{K=0}^{1} \left( K \ket{\rho_{SE}}_E \right)
\]

(3.2.1.9)

and by substituting in Eq. (3.2.1.8) and taking into account that \(\ket{K = 0}_E\) and \(\ket{K = 1}_E\) are an orthonormal basis, the state of the system can be simplified to

\[
\rho_s = \begin{pmatrix}
\gamma_1^2 L + \gamma_2^2 P + \gamma_1 \gamma_2^* \sqrt{1-P} \\
\gamma_1 \gamma_2 \sqrt{1-P} \\
\gamma_2^* (1-P)
\end{pmatrix}
\]

(3.2.1.10)

which is Eq. (3.2.1.5).

Therefore, we need a channel that is going to perform the transforms defined in Eqs (3.2.1.6) and (3.2.1.7). By setting \(K\), an element of the environment, to a path in the optical system, the overall action of the channel on the state (given in Eq. (3.2.1.4)) can be denoted as

\[
\gamma_1 \ket{l = 0}^A + \gamma_2 \ket{l = 1}^A \rightarrow \gamma_1 \ket{l = 0}^A + \gamma_2 \left( \sqrt{1-P} \ket{l = 1}^A + \sqrt{P} \ket{l = 0}^B \right)
\]

(3.2.1.11)

where A and B are paths in the optical setup.

The system which performs the transformation given in Eq. (3.2.1.11) is discussed in the following section.
3.2.2. Concept

Figure 3.2.2.1 contains the schematic of the optical system, which performs the action of amplitude damping on the state given in Eq. (3.2.1.4) and is mathematically described in Eq. (3.2.1.11).

![Figure 3.2.2.1. Schematic of the OAM amplitude damping channel.](image)

Fig. 3.2.2.1. Schematic of the OAM amplitude damping channel. (BS: beam-splitter, M: mirror, DP: Dove prism, PM: phase mask). The labels A and B denote the optical path and are associated as the ground state of the environment $|K = 0\rangle$ and the excited state of the environment $|K = 1\rangle$, respectively.

Our channel is based on the ‘odd-even OAM sorter’ presented in section 2.8, where we showed that the relative phase difference, $\Delta \varphi$, is proportional to the charge $l$ of the incoming vortex mode and the relative angle $\beta$, between the two Dove prisms: $\Delta \varphi = 2l\beta$. The relative angle, $\beta$, between the two Dove prisms can be varied resulting in the vortex mode exiting solely in port A or port B, or in a weighted superposition of both ports A and B. This allows us to control how much of the initial vortex mode will exit into the two environments, A (the ground state of the environment) and B (the excited state of the environment). By introducing a hologram, which decreases the azimuthal mode index by 1, in port B, the ‘excited’ vortex mode ($l = 1$) will decay to an ‘unexcited’ Gaussian mode, thus performing the action of amplitude damping. To illustrate that our channel, presented in Fig. 3.2.2.1, performs the required transformation given in Eq. 3.2.1.11, we pass each of the states ($|l = 0\rangle$ and $|l = 1\rangle$) through our channel.
**CASE 1: Incoming Gaussian mode \((l = 0)\)**

When a Gaussian mode \((l = 0)\) enters the device, the relative phase shift is \(\Delta \varphi = 2l\beta = 0\), independent of the relative angle, \(\beta\), between the two Dove prisms. Therefore there will always be constructive interference in port A and destructive interference in port B, for the Gaussian mode. The transformation for this case can be written mathematically as

\[
|l = 0\rangle^A \rightarrow |l = 0\rangle^A. \tag{3.2.2.1}
\]

**CASE 2: Incoming vortex mode \((l = 1)\)**

For a vortex mode having a charge of \(l = 1\) there is a non-vanishing relative phase shift of \(\Delta \varphi = 2l\beta = 2\beta\). This phase shift leads to partially constructive and destructive interference in both ports A and B, dependent on the relative angle, \(\beta\), between the two Dove prisms. Only the state \(l = 1\) can exit in port B and the hologram in this port maps this to a Gaussian \((l = 0)\) state. The amplitudes of the fields emerging from the second beam-splitter in ports A and B are described as

\[
U^A_{\text{after BS2}} = \frac{1}{\sqrt{2}} \left( U^A_{\text{before BS2 reflected @ BS2}} + U^B_{\text{before BS2 transmitted @ BS2}} \right) = \frac{U_0}{2} \left( e^{i(\theta + 2\beta)} + e^{i\theta} \right) = U_0 e^{i\theta} e^{i\beta} \cos \beta \tag{3.2.2.2}
\]

and

\[
U^B_{\text{after BS2}} = \frac{1}{\sqrt{2}} \left( U^A_{\text{before BS2 transmitted @ BS2}} - U^B_{\text{before BS2 reflected @ BS2}} \right) = \frac{U_0}{2} \left( e^{i(\theta + 2\beta)} - e^{i\theta} \right) = U_0 e^{i\theta} e^{i\beta} i \sin \beta, \tag{3.2.2.3}
\]

where \(U\) denotes the amplitude of the field. Only one of the reflected fields incurs a \(\pi\) phase shift due to the manner in which the beamsplitters are constructed.

It is then evident that the amplitude in port A, for an input vortex mode of \(l = 1\), is proportional to \(\cos \beta\) and consequently the power

\[
P_A \propto \cos^2 \beta. \tag{3.2.2.4}
\]
The amplitude in port B, for an input vortex mode of $l = 1$, is proportional to $\sin \beta$ and its power

$$P_B \propto \sin^2 \beta. \quad (3.2.2.5)$$

The state emerging from ports A and B, for an incoming vortex mode ($l = 1$), can be written in a general form as

$$|l = 1\rangle^A \rightarrow \cos \beta |l = 1\rangle^A + \sin \beta |l = 0\rangle^B = \sqrt{1 - P} |l = 1\rangle^A + \sqrt{P} |l = 0\rangle^B, \quad (3.2.2.6)$$

where $\sqrt{1 - P} = \cos \beta$ and $\sqrt{P} = \sin \beta$.

Including the result from case 1 above the general transformation of the device is given as

$$\gamma_1 |l = 0\rangle^A + \gamma_2 |l = 1\rangle^A \rightarrow \gamma_1 |l = 0\rangle^A + \gamma_2 \left( \cos \beta |l = 1\rangle^A + \sin \beta |l = 0\rangle^B \right), \quad (3.2.2.7)$$

which is a form of the required amplitude damping transformation described in Eq. (3.2.1.11)

### 3.2.3. Experimental methodology and results

A photograph of the experimental setup to test the concept of our amplitude damping channel appears in Fig. 3.2.3.1. The interferometer used here is the one described in section 2.8, as opposed to our new robust interferometer in section 2.9, as we needed the Dove prisms to be free-standing so that we could rotate them and set the relative angle, $\beta$. 
A HeNe laser operating at a wavelength of 633 nm was directed onto a SLM (HoloEye PLUTO VIS SLM with 1920×1080 pixels of pitch 8 µm and calibrated for a $2\pi$ phase shift at $\lambda = 632.8$ nm), where a blazed spiral hologram was used to initialise the vortex mode, before entering the interferometer. The two exiting ports of the interferometer, A and B, were monitored with a CCD camera, while the relative angle, $\beta$, between the two Dove prisms was varied.

The relative angle between the Dove prisms was set to $\beta = 90^\circ$, so as to check the interferometer functioned correctly [5] (i.e. even modes exist in port A and odd modes in port B). The results are given in Fig. 2.8.2. When a Gaussian mode enters the interferometer, it only exits in port A (Fig. 3.2.3.2). The results presented in Fig. 3.2.3.2 are instructive when considering the errors in the system due to imperfect alignment and environmental fluctuations. We should expect 100% transmission in port A, and no transmission in port B, however the variance in the data is given as $0.88 \pm 0.06$ and $0.15 \pm 0.08$ for ports A and B, respectively.
To test the amplitude damping channel concept, the incoming mode was then set to a vortex mode (of $l = 1$) and the angle between the two Dove prisms varied from 0° to 360°, in increments of 10°. The data is shown in Fig. 3.2.3.3 for port A and Fig. 3.2.3.4 for port B. In performing these measurements, for each rotation of the Dove prism, constructive and destructive interference was first achieved in port A and B, respectively, for the case of an incoming Gaussian beam, so as to ensure the interferometer is correctly aligned before passing through the vortex mode. From Fig. 3.2.3.3 it is evident that when the relative angle between the two Dove prisms is an even multiple of 90°, maximum transmission of the vortex mode occurs, which is in agreement with the ‘odd-even OAM sorting’ nature of the device. At an even multiple of 90°, the reverse occurs in port B (Fig. 3.2.3.4), where minimum transmission of the vortex mode occurs. At odd multiples of 90°, minimum transmission of the vortex mode occurs in port A and maximum transmission in port B. As the angle increases from 0° to 90° (and any multiple of these angles) the transmission of the vortex mode in port A decreases, but consequently increases in port B.

Our theoretical model, given in Eq. (3.2.2.7), restricts the probability that the vortex exists in ports A and B by $\cos^2 \beta$ and $\sin^2 \beta$, respectively. This is evident in Figs 3.2.3.3 and 3.2.3.4, where
our measured data are in very good agreement with the predicted model. The errors given in the measurements in Figs 3.2.3.3 and 3.2.3.4 are the standard deviations of the measurements in Fig. 3.2.3.2, for ports A (0.06) and B (0.08).

Fig. 3.2.3.3. Plot of the power of the beam recorded in port A (orange) for various values of $\beta$. The results follow the trend of that given in Eq. (3.2.2.4), $P_A \sim \cos^2 \beta$. (red).

Fig. 3.2.3.4. Plot of the power of the beam recorded in port B (grey) for various values of $\beta$. The results follow the trend of that given in Eq. (3.2.2.5), $P_B \sim \sin^2 \beta$. (black).
3.3. Conclusion

In this section we have presented an optical system, comprising an interferometer with Dove prisms in both arms, that acts as an amplitude damping channel for a two-level OAM system, and have verified its action experimentally using the vortex mode \((l = 1)\) and a Gaussian mode \([1]\). This device is significant in that amplitude damping is a fundamental tool in classifying the behaviour of many quantum systems that incur the loss of energy. It can be used to describe the evolution of an atom that spontaneously emits a photon as well as how the state of a photon evolves in an optical system due to scattering and attenuation. The interferometer portion of this device can also be used for the classical superposition of vortex modes \([6]\). As well as to separate an incoming vortex mode into two different ports, where one has control over the weighting of the vortex mode assigned to each port. The advantage of this particular concept is that in entanglement decay experiments, this device can also be used to predict analytically the entanglement decay in OAM states when passing through such a channel. The concurrence of the entanglement will be measured both before and after the channel with standard state tomography techniques, thus allowing for a quantitative comparison of theory and experiment in the decoherence of entanglement due to interactions with a noisy environment.

3.4. References

CHAPTER FOUR

Superpositions of Higher-Order Bessel Beams

4.1. Introduction

Laguerre-Gaussian beams are not the only optical field which carry OAM. Any optical field which has a helical phase structure, such as higher-order Bessel beams, also carry OAM. In section 1.6, it was shown that zero-order Bessel beams have a bright central maximum, while the higher-orders have a dark central core (or vortex). Both of these forms of Bessel beams propagate in a diffraction-free manner. Durnin [1] first illustrated that a zero-order Bessel beam can be generated by illuminating a ring-slit aperture, placed in the back focal plane of a lens, with a plane wave. Other techniques, to generate both zero and higher-order Bessel beams, include axicons [2-4] and computer generated holograms [5-10]. Another approach creates a superposition of higher-order Bessel beams by illuminating an axicon with a superposition of LG modes [11].

In this chapter we extend Durnin’s ring-slit experiment to produce superpositions of higher-order Bessel beams, by introducing multiple azimuthal phase components at various radial distances within the physical ring-slit aperture [12]. This concept is illustrated in Fig. 4.1.1, where two azimuthal phase factors, $\exp(i\ell\theta)$ and $\exp(im\theta)$, programmed at different radial positions, produces a superposition of an $l^{th}$ order and $m^{th}$ order Bessel beam. We illustrate how the physical ring-slit aperture and hologram can be replaced by a single hologram [13].
Fig. 4.1.1. An adaptation of Durnin’s ring slit experiment [1]. (b) and (c): Illuminating the physical ring-slit aperture, with a beam whose angular spectrum carries an azimuthally varying phase, generates higher-order, and superpositions of higher-order, Bessel beams.

Theoretical studies into the rotation of superimposed Bessel beams have been made [12, 14], however the experimental determination of their rotation rates has not yet, to the best of our knowledge, been investigated. In this chapter we also experimentally measure the rotation rates of superpositions of higher-order Bessel beams [13]. We show that by varying the parameters of the ring-slit hologram (in terms of the width and the azimuthal order, \( l \)), we can control the rotation rates of the intensity profile. Therefore, it is an ideal tool for the controlled rotation of trapped particles [11]. The theoretical description for superimposed Bessel beams, along with its angular rotation, is presented in section 4.2. We also investigate, both theoretically and experimentally, the field produced at the ring-slit aperture and investigate its transition to the far-field (i.e. the field consisting of superimposed higher-order Bessel beams). We show that due to the fact that the longitudinal wave-vectors all propagate in the same direction (and do not overlap one another) in the near-field, no rotation is evident in the intensity profile. The area of the field which experiences the rotation increases as the field propagates to the far-field because the wave-vectors start to overlap one another to a greater degree.

4.2. Theory

In this work we implement Durnin’s ring-slit aperture experiment [1] and encode a digital ring-slit hologram onto a SLM and illuminate it with an expanded Gaussian beam. We divide the ring-slit aperture into two ring-slits and encode each with an azimuthally varying phase. A schematic of the setup is given in Fig. 4.2.1, where the regions of interest, propagating after the
ring-slit aperture, are planes $P_1$ (the near-field), the region $P_2$ (the transition region from near- to far-field) and region $P_3$ (the far-field).

Fig. 4.2.1. A schematic of the generation of the annular field, propagating from near- ($P_1$) to far-field ($P_3$). The green (red) rays denote the rays originating from the outer (inner) ring-slit. The three rings (at the bottom of the schematic) aid the illustration, as to how the annular fields overlap and become completely indistinguishable as the propagation from the aperture increases.

The ring-slit aperture has the following transmission function

$$t(r, \theta) = \begin{cases} 
\exp(i\theta) & R_1 - \frac{\Delta}{2} \leq r \leq R_1 + \frac{\Delta}{2} \\
\exp(-i\theta) & R_2 - \frac{\Delta}{2} \leq r \leq R_2 + \frac{\Delta}{2}, \\
0 & \text{elsewhere}
\end{cases}$$

and apart from being illustrated in Fig. 4.2.1, is also represented in Fig. 4.2.2. $R_1$ and $R_2$ are the radii of each of the two ring-slits, respectively and $\Delta$ is the width of each ring-slit (here we have
chosen the widths of the two ring-slits to be equal). \( \theta \) is the azimuthal angle and \( l \) is the azimuthal mode index.

![Diagram of ring-slits](image)

Fig 4.2.2. The transmission function described in Eq. (4.2.1) for an azimuthal mode index of \( l = 3 \).

Since the field illuminating the ring-slit aperture is an expanded Gaussian beam and the ring-slits are extremely thin (of the order of micro-meters), the field produced at the ring-slit aperture (i.e. at the plane \( P_1 \) where \( z = z_0 \)), is represented as

\[
A(r, \theta, z_0) = \begin{cases} 
\exp(il\theta)\exp(ik_{1z}z_0) & R_1 - \frac{\Delta}{2} \leq r \leq R_1 + \frac{\Delta}{2} \\
\exp(-il\theta)\exp(ik_{2z}z_0) & R_2 - \frac{\Delta}{2} < r \leq R_2 + \frac{\Delta}{2} \\
0 & \text{elsewhere}
\end{cases}
\]  

(4.2.2)

\( k_{1z} \) and \( k_{2z} \) are the longitudinal wave-numbers, defined as \( k_{1z} = k\cos\alpha_1 \) and \( k_{2z} = k\cos\alpha_2 \), where \( k = \frac{2\pi}{\lambda} \) and \( \alpha \) is the opening angle of the cone on which the wave-vectors (produced by each ring-slit) propagate.

A simple annular field, containing no azimuthally-varying phase factors, may be expressed as

\[
A(r) = \exp\left(\frac{-(r - R_0)^n}{\frac{\Delta}{2}}\right)
\]  

(4.2.3)

and is depicted graphically in Fig. 4.2.3. \( R_0 \) denotes the radius of the ring-slit; \( \Delta \) is the width of the ring-slit; and \( n \) assigns the steepness (or gradient) of the edges of the ring-slit.
Fig. 4.2.3. (a) A density plot and (b) a cross-sectional plot of the ring-slit aperture described in Eq. (4.2.3) for the following parameters: ring-slit radius, $R_0 = 2$, ring-slit width, $\Delta = 0.5$ and gradient, $n = 10$ (the units are arbitrary).

The ring-slit aperture that we are considering consists of two ring-slits of differing radii, and by taking into account that the optical field is a linear system, the two annular fields are additive, resulting in the overall ring-slit field, which in the near-field $(P_1)$, has been written as

$$A(r, \theta, z_0) = A_1(r) \exp(il\theta) \exp(ik_{1z}z_0) + A_2(r) \exp(-il\theta) \exp(ik_{2z}z_0)$$

$$= \exp\left(-\frac{(r - R_1)}{\Delta/2}\right) \exp(il\theta) \exp(ik_{1z}z_0) + \exp\left(-\frac{(r - R_2)}{\Delta/2}\right) \exp(-il\theta) \exp(ik_{2z}z_0).$$

(4.2.4)

Since the two ring-slits are arbitrarily thin and close to one another, we can assume their radii to be equivalent, i.e. $R_1 \approx R_2 \approx R_0$, resulting in the field simplifying to

$$A(r, \theta, z_0) = \exp\left(-\frac{(r - R_0)}{\Delta/2}\right) (\exp(il\theta) \exp(ik_{1z}z_0) + \exp(-il\theta) \exp(ik_{2z}z_0)).$$

(4.2.5)

The intensity of the ring-slit field is determined as

$$I(r, \theta, z_0) = 4 \cos^2\left\{\frac{k_{1z}z_0 - k_{2z}z_0 + 2l\theta}{2}\right\} \left[\cosh\left(\frac{2(r - R_0)}{\Delta}\right) - \sinh\left(\frac{2(r - R_0)}{\Delta}\right)\right]^{2n}.$$  

(4.2.6)
The intensity profile for the ring-slit field, given above in Eq. (4.2.6), illustrates that it is modulated in the azimuthal co-ordinate, $\theta$, by the function $\cos^2(l\theta)$. Therefore, the number of intensity maxima and minima, arranged on the circumference of the ring-slit, is twice the azimuthal mode index, $l$.

The angular rotation, experienced by the intensity profile, as the ring-slit field propagates in the near-field ($P_1$) along the $z$-axis, is then given by

$$\frac{d\theta}{dz_0} = \frac{k_{2z} - k_{1z}}{2l}. \quad (4.2.7)$$

During the propagation of the ring-slit field, the longitudinal wave-vectors, $k_{1z}$ and $k_{2z}$, both propagate in the same direction, parallel to the $z$-axis, which is illustrated in Fig. 4.2.1. This results in no angular rotation existing, as the ring-slit field propagates,

$$\frac{d\theta}{dz_0} = 0. \quad (4.2.8)$$

In determining the field in the region $P_2$, the region in which the field transitions from near- to far-field, the Fresnel diffraction integral of the field at the ring-slit aperture (Eq. (4.2.4)) can be calculated to be

$$A(r, \theta, z) = e^{ikz} i^2 \frac{k_{1z} + i}{k} A(r, \theta, z_0) \exp \left(i \frac{k}{2z} (r_1^2 + r^2 - 2rr_1\cos(\theta_1 - \theta)) \right) r_1 dr_1 d\theta_1, \quad (4.2.9)$$

and is known to produce the Bessel-Gauss[15, 16] and Bessel functions. Each of the two ring-slits (the inner having an azimuthal mode index of $l$ and the outer, -$l$) will contribute to a Bessel Gauss beam and the resulting superposition of the field in region $P_2$ can be described as

$$A(r, \theta, z) = A_{BG 1}(r, \theta, z) + A_{BG 2}(r, \theta, z) = \begin{align*}
\frac{1}{\sqrt{1 + \left( \frac{z}{z_r} \right)^2}} & \exp \left[i \left( k_z - \frac{k_{1z}^2}{2k} \Phi(z) \right) - \frac{1}{\omega^2(z)} - \frac{ik}{2R(z)} \left( r^2 + \left( \frac{k_{1z}}{k} \right)^2 \right) + ik_{1z}z + il\theta \right] J_l \left( \frac{k_{1z}r}{1 + i(z/z_r)} \right) + \\
\frac{1}{\sqrt{1 + \left( \frac{z}{z_r} \right)^2}} & \exp \left[i \left( k_z - \frac{k_{2z}^2}{2k} \Phi(z) \right) - \frac{1}{\omega^2(z)} - \frac{ik}{2R(z)} \left( r^2 + \left( \frac{k_{2z}}{k} \right)^2 \right) + ik_{2z}z - il\theta \right] J_{-l} \left( \frac{k_{2z}r}{1 + i(z/z_r)} \right). 
\end{align*} \quad (4.2.10)$$
The functions $\omega(z), R(z)$ and $\Phi(z)$ denote the beam size, radius of curvature and Gouy phase, respectively and take on the standard Gaussian beam propagation form. $J_l$ is the $l$th order Bessel function and $k_r$ denotes the transverse wave-number, associated with each of the two Bessel beams, namely 1 and 2, and is determined as follows: $k_r = k \sin \alpha$.

Similarly the intensity in the region of $P_2$ can be determined by combining the relationship $I = AA^*$ with the angular rotation, which results in

$$\frac{d\theta}{dz} = \frac{k_{2z} - k_{1z}}{2l}. \quad (4.2.11)$$

The wave-vectors in this region do not point in the same direction resulting in a non-zero rotation rate. However the only section of the field which experiences this angular rotation is the section which consists of the contributions from both ring-slits, which visually means: the sections which consist of both green and red rays. As the field propagates further towards the far-field $(P_3)$, the overlap in the field, which consists of both ring-slit contributions, increases, resulting in the angular rotation becoming more evident.

To determine the far-field of the ring-slit aperture $(P_3)$, whose transmission function $t(r, \theta)$ is given in Eq. (4.2.1), the Kirchoff-Huygens diffraction integral is used:

$$A(r, \theta, z) = -i \frac{2\pi}{\lambda} \frac{r_i}{r_f} \exp(i r_i \theta) \exp(\frac{ikr_i^2}{f}) \exp\left[-\frac{i}{f} \left(1 - \frac{z}{f}\right) r_i^2 \right] \exp\left[-\frac{krr_l}{f} \cos(\theta_l - \theta) \right] r_i dr_i d\theta_i. \quad (4.2.12)$$

The contribution resulting from the inner and the outer ring-slits produces the following superposition, which describes the far-field of the ring-slit aperture [12]

$$A_i(r, \theta, z) = -\frac{ik}{f} r_i^{k_i + \frac{1}{2}} \exp(il \theta) J_i \left(\frac{krr_i}{f}\right) \exp\left[-\frac{r_i^2}{\omega^2} + \frac{ikr_i^2}{2f} \left(1 - \frac{z}{f}\right)\right] r_i dr_i \quad (4.2.13)$$

$$A_{-i}(r, \theta, z) = -\frac{ik}{f} r_i^{k_i + \frac{1}{2}} \exp(-il \theta) J_{-i} \left(\frac{krr_i}{f}\right) \exp\left[-\frac{r_i^2}{\omega^2} + \frac{ikr_i^2}{2f} \left(1 - \frac{z}{f}\right)\right] r_i dr_i \quad (4.2.14)$$

$$A(r, \theta, z) = J_i(k_{1z} r) \exp(ik_{1z} z) + J_{-i}(k_{2z} r) \exp(-il \theta) \exp(ik_{2z} z), \quad (4.2.15)$$

where the following approximation
\[ k_r = k \sin \alpha = k \sin \frac{R}{f} = k \frac{R}{f} \tag{4.2.16} \]

has been used. The intensity of the superimposed Bessel field is determined as

\[
I(r, \theta, z) \propto J_l^2(k_1r) + J_{-l}^2(k_2r) + 2J_l(k_1r)J_{-l}(k_2r) \cos(k_{1z}z - k_{2z}z + 2l\theta) \tag{4.2.17}
\]

Since the annular rings generating the superimposed Bessel beams are arbitrarily thin and close to one another, we can assume the transverse wave-numbers to be equivalent (i.e. \(k_1 = k_2 = k\)), resulting in \(J_l(k_1r) - J_l(k_2r) = J_l(kr)\). By implementing the Bessel function identity, \(J_{-l}(kr) = (-1)^lJ_l(kr)\), the intensity in Eq. (4.2.17) can be simplified to produce

\[
I(r, \theta, z) \propto 2J_l^2(kr)((-1)^l + 1 + 2(-1)^l \cos(k_{1z}z - k_{2z}z + 2l\theta)) \tag{4.2.18}
\]

The intensity profile for the superimposed Bessel beams, given above in Eq. (4.2.18), illustrates that it is modulated in the azimuthal co-ordinate, \(\theta\), by the function \(\cos^2(l\theta)\). Therefore, the number of intensity maxima is twice the order \(l\) of the two Bessel beams, resulting in a superposition of a \(l\)th order Bessel beam, with its mirror image, producing an intensity pattern having \(2|l|\) intensity maxima, or petals, arranged on the circumference of the set of Bessel rings. This intensity profile experiences an angular rotation, as the field propagates along the \(z\)-axis. The rotation angle is

\[
\theta = \frac{(k_{2z} - k_{1z})z}{2l} \tag{4.2.19}
\]

and the rotation rate is given by

\[
\frac{d\theta}{dz} = \frac{k_{2z} - k_{1z}}{2l}. \tag{4.2.20}
\]

Since the longitudinal wave-vectors all propagate in different directions in the far-field and the field contributions from the two ring-slits completely overlap (evident in Fig. 4.2.1), the angular rotation is non-zero and the near-diffraction-limited beam at \(P_3\) experiences the rotation.
4.3. Generating superpositions of higher-order Bessel beams with a physical ring-slit aperture and a hologram

In this section we will outline how we make use of a physical ring-slit aperture and a SLM to generate superpositions of higher-order Bessel beams. In section 4.4, we will then show how our technique can be reproduced into a simpler single hologram.

The setup to generate superpositions of higher-order Bessel beams is given as a schematic in Fig. 4.1.1 above. A detailed diagram of our experimental setup is given in Fig. 4.3.1. A HeNe laser (\(\lambda \sim 633\) nm) was expanded through a 15 x telescope before illuminating a physical ring-slit aperture (\(R = 3\) mm and \(\Delta = 150\) \(\mu\)m). The ring field produced at the plane of the ring-slit aperture was relay imaged to the plane of the liquid crystal display with a 0.75 x telescope. A Holoeye HEO1080P SLM with 1920 x 1080 pixels of pitch 8 \(\mu\)m and calibrated for a 2\(\pi\) phase shift at \(\sim 633\) nm was used to impart the azimuthal phase variation to the ring field. The field produced in the Fourier plane after lens, L5, was magnified with a 10 x objective and detected on a CCD camera (Spiricon, USB L130). The objective and CCD camera were both positioned on a translation stage in order to investigate the propagation of the resulting field. An interferometer, denoted by the red overlay, was introduced in the experimental setup so as to interfere a plane wave with the superposition field to reveal the fork interference patterns [17]. The beam size of the Gaussian beam was large in comparison to the Bessel field in the Fourier plane so the wavefront of the Gaussian field can be assumed to be flat, similar to a plane wave.
Fig. 4.3.1. The experimental setup for generating a superposition of higher-order Bessel beams, by using a physical ring-slit aperture and a hologram. The interferometer used to interfere the field produced at the Fourier plane with a plane wave is denoted in the red overlay. (M: mirror; BS: beam-splitter; L: lens and D: diaphragm). ($f_1 = 10$ mm, $f_2 = 150$ mm, $f_3=100$ mm, $f_4=75$mm and $f_5 = 200$ mm).

In this system the alignment of the ring field onto the hologram programmed on the SLM, was critical. The liquid crystal display was placed on a standard micro-meter translation stage, so as to carefully position it in the centre of the ring field. It should also be pointed out that this approach was not optimized for energy transmission; the loss through the ring-slit aperture was very high. Results for this experimental setup are given in the next section.

### 4.3.1. Results

The results obtained with the setup described in Fig. 4.3.1 appear in Fig. 4.3.1.1.
Fig. 4.3.1.1. First column: Holograms applied to the SLM. Second column: The observed intensity pattern observed in the Fourier plane. Third column: The theoretical prediction of the superposition field. Fourth column: The interference pattern of the superposition field and a plane wave. Data is shown for (a) – (d): $A_0$, (e) – (h): $A_3$, (i) – (l): $A_{4,4}$, (m) – (p): $A_{2,4}$, and (q) – (t): $A_{4,2}$. The ring field is shown as a red overlay on the hologram.

When the ring field illuminates a hologram which has no azimuthally varying phase, Fig. 4.3.1.1 (a), it produces the well known zero-order Bessel beam. In conducting the experiment, a blazed grating was added to the holograms (appearing in the first column of Fig. 4.3.1.1), we have neglected to include them here as we want to highlight the azimuthal components. In the case of a single azimuthal component ((e)) a higher-order Bessel beam is produced ((f)). The fields are interfered with a plane wave to reveal the vortex nature of the fields. In the case that a third-order Bessel beam interferes with a plane wave, three dislocations are noted in the fork interference pattern ((h)). By increasing the number of azimuthal components ((i), (m) and (q)), the field in the Fourier plane becomes more complex ((j), (n) and (r)), however, the theoretical predictions ((k), (o) and (s)) are in very good agreement with the measured field. When the two azimuthal phases are equal, but of opposite handedness (i), a petal pattern is produced (j), as described in Eq. (4.2.18). Due to the azimuthally varying phase which is imparted to the ring
field, the resulting fields possess vortices. The orientation of these vortices is not very intuitive and has recently been investigated [18]. For the superposition of two higher-order Bessel beams, the interference patterns contain two overlapping forks. The number of dislocations or spaces between the fork prongs conveys the order of the Bessel fields involved in the superposition and the direction of the fork prongs communicates the sign of the Bessel beams.

Even though we have illustrated the concept with only two Bessel beams, it is possible to extend this to any number of azimuthal components. The result in Fig. 4.3.1.2 is for a three-component superposition, where the azimuthal indices are as follows -3, 0 and 3 (labeled from the outer ring to the inner ring). Good agreement between experimentally recorded and theoretically predicted fields is obtained.

![Fig. 4.3.1.2. (a) Hologram applied to the liquid crystal display. The red overlay denotes the section of the hologram which was illuminated by the ring field. (b) The experimental beam cross-section of the field produced at the Fourier plane and the theoretically calculated field (c).](image)

The propagation of the fields generated with this technique was also investigated and experimental images of the intensity profile, recorded at intervals along its propagation, appear in Fig. 4.3.1.3. In studying the experimental images contained in Fig. 4.3.1.3, it is evident that the intensity profile containing the highest amount of energy occurs half way along the field’s propagation. This occurs at the focal length of the Fourier transforming lens. It is also evident that the field is quasi-non-diffracting as it maintains its intensity profile for a set portion of its propagation. The non-diffracting nature of certain fields has been investigated in great detail [19-27] and can be explained by the fact that the fields are derived from the annular structure of the ring-slit aperture and the azimuthal phase is only an additional degree of freedom. The field also appears to rotate as it propagates, evident in the images contained in Fig. 4.3.1.3.
Fig. 4.3.1.3. Images of the intensity profile of the experimentally produced field $A_{3,3}$ captured at intervals along its propagation. The grey area denotes the region in which the Bessel field exists.

4.4. Generating superpositions of higher-order Bessel beams with a single hologram

In this section we will introduce a technique that has allowed us to remove the physical ring-slit in our previous setup (Fig. 4.3.1) and instead make use of a single hologram to produce the superposition fields in Fig. 4.3.1.1. The technique involves addressing alternating sets of pixels on the liquid crystal display with phase values that are out of phase by $\pi$, resulting in the light reflected from the LCD being scattered from its initial propagation axis [28]. By being able to control the amplitude that is transmitted along the propagation axis, we were able to operate our phase-only SLM in both amplitude and phase mode. We are therefore able to encode Durnin’s ring-slit [1] into a single hologram, as well as have control over the phase within the ring-slits. This technique which involves addressing alternating sets of pixels with phase values that are out of phase by $\pi$, so as to produce a checkerboard pattern, is discussed in section 4.4.1. after which the experimental realization is presented in section 4.4.2.
4.4.1. Checkerboard approach

Ideally if we wanted to encode the ring-slit aperture onto the SLM, we would need a SLM that is capable of controlling both phase and the amplitude. A hologram, such as that in Fig. 4.4.1.1 (a), if encoded on a phase and amplitude SLM, would transmit light within the ring-slit and not transmit light in the surrounding black areas.

Even though we do not have a phase and amplitude SLM, we can still use our phase-only SLM by addressing the sections, in which we do not want to transmit any light, with a checkerboard pattern. An example of such a hologram is given in Fig. 4.4.1.1 (b) accompanied with a zoomed-in section of the checkerboard pattern.

![Checkerboard pattern](image)

Fig. 4.4.1.1. In order to reproduce Durnin’s ring-slit experiment [1] either (a) the light can be suitably apertured by a physical ring-slit aperture; or (b) complex amplitude modulation can be used on a phase-only SLM to execute both the amplitude and phase transformations in one step. The inset in (b) shows the checkerboard pattern used to modulate the amplitude.

To understand why a pattern consisting of alternating sets of pixels, that are assigned phase values that are out of phase by $\pi$, can be used to mimic an amplitude mask, the schematic in Fig. 4.4.1.2 needs to be introduced. This figure represents phase values on a complex plane. In the checkerboard pattern the weighting of each of the phase values, 0 and $\pi$, is uniform (or equal), which in the complex plane approach translates to each vector ($A_1$ and $A_2$) having the same amplitude, but pointing in opposite directions along the x-axis. This leads to the resultant, $A_3$, having no amplitude (or DC component) and is positioned at the origin of the complex plane. The fact that the resultant has no amplitude means that the average amplitude of the field at the checkerboard hologram is zero. This results in a zero in the intensity on the propagation axis in the Fourier plane, with the light shifted away from the origin due to the high spatial frequency of the checkerboard, as illustrated in Fig. 4.4.1.2 (c). When the SLM is addressed with a single
uniform grey-level (Fig. 4.4.1.2 (d)), the resultant vector in the complex plane, $A_3$, has an amplitude, lying along the positive x-axis, meaning the average amplitude at this phase-mask is non-zero, giving rise to an on-axis intensity in the Fourier plane, evident in Fig. 4.4.1.2 (e). Experimentally, through ‘trial-and-error’, it was found that the checkerboard pattern diffracted the on-axis intensity the best, when each checker was assigned to an area of $5 \times 5$ pixels on the SLM.

Fig. 4.4.1.2. (a) The complex plane representation; the angles, $\varphi_1$ and $\varphi_2$, for each vector, $A_1$ and $A_2$, represents a phase value in the hologram. The resultant amplitude, $A_3$, is denoted by the blue vector. (b) The checkerboard hologram and (c) the corresponding Fourier plane, illustrating that the light is distributed off of its propagation axis. (d) A plain black hologram. (e) The Fourier transform of the hologram in (d) illustrating an on-axis intensity component.

4.4.2. Experimental methodology

The experimental setup for implementing the single ring-slit hologram is very similar to that described in section 4.3, but with the physical ring-slit aperture removed as well as the imaging optics associated with it. The setup that we implement is depicted in Fig. 4.4.2.1 and entails a He-Ne laser being expanded through a $6 \times$ telescope and directed onto the liquid crystal display of a SLM. Due to the dynamic programming of SLMs, the azimuthal phase within each of the ring-slits can easily be varied. Some of the ring-slit holograms that are encoded onto the SLM appear in the top row of Fig. 4.4.3.1. A blazed grating was added to these holograms, so as to separate the undiffracted and diffracted components reflected from the SLM. The Fourier transform of the field at the ring-slit hologram was obtained with the use of lens $L_3$. The field was then magnified with a $10 \times$ objective and captured on a CCD camera. The objective and
CCD camera were positioned on a translation stage on an optical rail in order to investigate the propagation of the resulting field.

Apart from positioning a 10 × objective and a CCD camera at the Fourier plane, P₃, of lens L₃, to record the non-diffracting superimposed Bessel beam, a second lens, L₄, was placed a focal length away from the Fourier plane of lens, L₃, to relay the field at LCD₁ to plane P₁. This allowed us to investigate the structure of the ring-slit field (evident at P₁) which produces a petal structure in the far-field (illustrated at P₃). The propagation of the ring-slit field, relayed to plane, P₁, was investigated by positioning a CCD camera on a rail and recording the field from plane P₁ to plane P₂ (a distance of two focal lengths from lens, L₄).

![Fig. 4.4.2.1. A schematic of the experimental setup for investigating the field formed by a ring-slit hologram, as well as the propagation and Fourier transform of such a field. L: Lens (f₁ = 25 mm; f₂ = 75 mm; f₃ = 100 mm and f₄ = 100 mm); M: Mirror; LCD: Liquid Crystal Display; D: Diaphragm; CCD: CCD Camera. The planes of interest are marked P₁, P₂ and P₃. P₃ is the Fourier plane of the ring-slit hologram; P₁ is the relayed-field (in both phase and amplitude) at the ring-slit hologram; and P₂ occurs a distance of 2f after L₄.](image)

### 4.4.3. Results

All the digital ring-slit holograms, used in the experiment (depicted in Fig. 4.4.2.1), are given in the first row of Fig. 4.4.3.1. The first ring-slit hologram, Fig. 4.4.3.1 (1a), consists of a single ring-slit containing an azimuthal phase of \(l = +3\) and has the following dimensions (in pixels): \(R₁ = 180, \Delta = 20\). The next five ring-slit holograms, Fig. 4.4.3.1 (1b) – (1f), all consist of two ring-slits, having oppositely varying azimuthal phases, varying in azimuthal order from \(l_{\text{inner}} = +1\) to \(+5\) (\(l_{\text{outer}} = -1\) to \(-5\)), respectively. The ring-slit holograms in Figs 4.4.3.1 (1b) – (1f) each have the following dimensions (in pixels): \(R₁ = 180, R₂ = 190, \Delta = 10\). The last two ring-slit holograms (Fig. 4.4.3.1 (1g) and (1h)) are divided into three and four ring-slits, respectively, having the following azimuthal orders: \(l_{\text{inner}} = -3, l_{\text{middle}} = 2, l_{\text{outer}} = 1,\) and \(l_{\text{inner}} = -2, l_{\text{middle}} = -1\),
\( l_{\text{middle}} = 2, ~ l_{\text{outer}} = 1 \). The dimensions (in pixels) of the ring-slits in Fig. 4.4.3.1 (1g) and (1h) are: \( R_1 = 180, ~ R_2 = 190, ~ R_3 = 200, ~ \Delta = 10 \) and \( R_1 = 168, ~ R_2 = 176, ~ R_3 = 184, ~ R_4 = 192, ~ \Delta = 8 \).

Fig. 4.4.3.1. **First row:** The ring-slit holograms addressed to LCD_1. A zoomed-in section of three and four ring-slits are depicted as inserts ((1g) and (1h)). **Second and third rows:** The experimentally produced and theoretically calculated fields produced in the Fourier plane (i.e. plane \( P_3 \)), respectively. **Fourth and fifth rows:** The experimental and theoretical fields, respectively, produced at plane \( P_1 \). The white “X” marks the singularities. **Sixth and seventh rows:** The experimental and theoretical fields, respectively, produced at plane \( P_2 \).

The far-fields of the ring-slit holograms, presented in the first row of Fig. 4.4.3.1, are shown in the second row of Fig. 4.4.3.1, accompanied with their theoretical predictions in the third row (calculated with the use of Eq. (4.2.15)). For a single ring-slit, containing an azimuthal index of \( l = +3 \), the field produced in the Fourier plane, \( P_3 \), is a third order Bessel beam. In the case that the ring-slit hologram consists of two ring-slits, where the orders of the two azimuthal phases are of equal but opposite handedness, a petal structure is produced, where the number of petals
is denoted by $2\ell l$, as expected from theory \cite{8}. It is interesting, to note from previous investigations \cite{4, 8}, that even though these fields have a global OAM of zero, their cross-sectional intensity distribution rotates as the petal field propagates, due to the differing radial wave-vectors. Their rotation rate, which is dependent on the differing radial wave-vectors and the azimuthal index, $l$, is given in Eq. (4.2.20). The fields produced in the Fourier plane, $P_3$, for the ring-slit holograms, contained in Figs 4.4.3.1 (1g) and (1h) are given in Figs 4.4.3.1 (2g) and (2h), respectively. These two ring-slit holograms consist of three and four ring-slits, respectively, and produce a non-symmetric superposition of higher-order Bessel beams. Even though it is difficult to intuitively predict how the field will manifest in the Fourier plane for these two cases, our experimentally recorded fields (Figs 4.4.3.1 (2g) and (2h)) are in very good agreement with the theoretically calculated fields (Figs 4.4.3.1 (3g) and (3h)). These two fields are calculated by extending the amplitude distribution, given in Eq. (4.2.15), to represent a superposition of three and four Bessel beams, respectively.

The intensity profiles of the superimposed non-diffracting fields were captured at discrete distances along their propagation (one example is given in Fig. 4.4.3.2). In Fig. 4.4.3.2 the petal structure appears at the beginning of its propagation with low intensity, reaching a maximum mid-way through, and then decreasing again as the conical waves separate out again back to an annular ring structure. It is also evident from this figure that the intensity appears to rotate about the propagation axis. From such images the angular position of a selected petal was calculated and plotted as a function of the propagation distance (one example is given in Fig 4.4.3.3). The rotation rate of the intensity profile as it propagates was then determined from the slope of the straight line which best fits the measured angular positions, as a function of the propagation distance. The slope of the linear fit, in Fig. 4.4.3.3, was calculated to be 9.6 rad/m, which is within 13% of the theoretically calculated result of 11.1 rad/m.
Fig. 4.4.3.2. (a) - (k) Images of the intensity profiles of the experimentally produced field, for $|l| = 3$, captured at intervals along its propagation. The yellow ‘X’ denotes a selected petal. Monitoring its change in position illustrates a rotation in the field as it propagates. (l) The initial Gaussian beam which illuminated the SLM.

The error between the experimentally measured and theoretically calculated rotation rates was attributed to the technique we implemented to calculate the angular position of the petal. Since the coordinate for the centroid of the petal was obtained by manually selecting this pixel in the CCD image, error analysis in the angular positions needed to be performed. The standard deviation in the angular position was obtained by assuming that the manually selected coordinate lies within a one-sixth range of the petal’s diameter from the true centroid,

$$\theta_{\sigma} = \arctan\left(\frac{\sigma}{R}\right) = \arctan\left(\frac{D}{18R}\right). \quad (4.4.3.1)$$

$D$ is the diameter of the petal and $R$ is the distance from the propagation axis to the centroid of the petal. In Fig. 4.4.3.1 it is evident that the radius, $R$, increases with the Bessel beam order $|l|$, which results in the standard deviation of the petal position, which is scaled as a function of $R$, to be scaled as a function of $|l|$.

Figure 4.4.3.3 below contains the measured angular positions as a function of the propagation distance, for the case when the azimuthal order was $|l| = 3$ and the difference between the two
radial wave-vectors was $\Delta k \sim 66 \text{ m}^{-1}$. The standard deviation in the angular position is 80 mrad and the error in the propagation distance is 1mm; as this is the smallest increment on the optical rail on which the detection system was mounted.

Fig. 4.4.3.3. Graph of the angular position of a selected petal as a function of the propagation axis $z$. ($l = 3$ and $\Delta k = 66 \text{ m}^{-1}$)

Similar graphs, as that presented in Fig. 4.4.3.3, were obtained for various values of $l$ and $\Delta k$, from which the rotation rates were calculated from the slopes of their linear fits. Figures 4.4.3.4 and 3.4.3.5 contain plots of the measured rotation rates as a function of the azimuthal order, $l$, and the difference between the two radial wave-vectors, $\Delta k$, respectively. The theoretical predictions, taken from Eq. (4.2.20), are given as dashed lines. Figure 4.4.3.4 is a plot of the measured rotation rate, for six different sets of radial wave-vectors, plotted as a function of the azimuthal order $l$, illustrating that as the magnitude of $l$ increases, so there is a hyperbolic decrease in the rotation rate. The rotation rates were also plotted as a function of the difference between the two radial wave-vectors, for various azimuthal orders, $l$, and are depicted in Fig. 4.4.3.5. By increasing the distance between the two radial wave-vectors (achieved by increasing the width of the inner and outer ring-slits in the holograms), the rotation rate of the petals are increased, evident in Fig. 4.4.3.4. There is very good agreement in our measured rotation rates and the theoretical model (dashed curves).
Since the rotation rates are dependent on the angular position of the petal, the standard deviation was determined by the standard deviation in the slope of the graph of the petal position, as a function of the propagation distance, by the following relationship

\[ \theta = \text{slope} \times z \rightarrow \text{slope}_\sigma = \frac{\theta_\sigma - nz_\sigma}{z} = \frac{\theta_\sigma}{z}. \]  

(4.4.3.2)

\( \theta_\sigma \) is the standard deviation in the angular position of the petal given by Eq. (4.4.3.1) and \( z \) is the median of the propagation intervals at which the field is captured. The standard deviation for the rotation rate (Eq. (4.4.3.2)), for the case when \( |l| = 3 \), was found to be \( \sim 0.5 \) rad/m. Since the radius of each ring-slit could be accurately measured to within a single pixel, the absolute error for the difference between the two wave-vectors, and hence the error in the \( x \) axis, was calculated to be \( \sim 6 \) m\(^{-1}\).

Fig. 4.4.3.4. Graphs of the rotation rates, for various differences between the two radial wave-vectors, as a function of the azimuthal order, \( |l| \).
In all of the measurements given so far (Figs 4.4.3.3, 4.4.3.4 and 4.4.3.5), the azimuthal phase within the outer ring-slit varied from black to white in a clockwise direction and that in the inner ring-slit in an anticlockwise direction. By inverting the handedness of the two ring-slits, the field will rotate with the same rate, but in the opposite direction. An example of this is given in the video slides of Fig. 4.4.3.6.

The optical field produced at the plane of the ring-slit hologram (i.e. at the plane of LCD\(_1\)) was relayed to plane P\(_1\), where all the other diffraction orders had been removed (at plane P\(_3\))
through the use of the diaphragm, D, and experimental images are shown in the fourth row of Fig. 4.4.3.1. It is interesting to note that when the ring-slit is addressed with a single azimuthally varying phase, no singularities appear in the ring-slit field. However, by introducing a second ring-slit (having a different radial wave-vector) singularities appear in the ring-slit field, where the number of singularities is denoted by $2|l|$ (the same for the number of petals). The experimental fields (Fig. 4.4.3.1 (4a) – (4f)), produced at plane $P_1$, are in good agreement with those predicted theoretically, using Eq. (4.2.10) (with $n = 2$) and depicted in the fifth row of Fig. 4.4.3.1 (Fig. 4.4.3.1 (5a) – (5f)). By increasing the number of ring-slits to either three or four, it becomes very difficult to individually locate each of the singularities in the field as some of them start to overlap. This is evident, experimentally, within the yellow rings in Figs 4.4.3.1 (4g) and (4h) and theoretically in Figs 4.4.3.1 (5g) and (5h). Since it is difficult to locate the singularities in the “singularity”-field, when the number of ring-slits is increased, we suggest using interferometric techniques to aid the categorizing of the singularities [17].

It is well-known that the intensity of the petal field is dependent on the function $\cos^2(\ell \theta)$, evident in Eq. (4.2.18). This cosine behaviour, as a function of the azimuthal angle, of the intensity profile is also present in the near-field. This is evident in Fig. 4.4.3.7 where the intensity profile, as a function of the angular position in the field, is plotted for the case of $l_{inner} = +3$ and $l_{outer} = -3$. It agrees well with the intensity profile plotted for the theoretically predicted field, given in Eq. (4.2.10), illustrating that the intensity maxima of the near- and far-field both depend on the function $\cos^2(\ell \theta)$.
Propagating the field a distance of one focal length from plane $P_1$ to plane $P_2$, we see that the annular structure containing singularities transforms into spirals. The experimental fields produced at plane $P_2$ for each of the eight ring-slit holograms are given in the sixth row of Fig. 4.4.3.1 and accompanied with theoretical predictions in the seventh row. In the case of a single ring-slit, having a non-zero azimuthal mode index, the field appears as a diverging version of the field at $P_1$. For the five holograms, each consisting of two ring-slits, having opposite azimuthal orders, there are $2|l|$ spokes, evident in Figs 4.4.3.1 (6b) – (6f). Introducing more ring-slits into the hologram results in the spokes merging, making it difficult to resolve individual spokes (evident within the yellow rings in Figs 4.4.3.1 (6g), (6h), (7g) and (7h)).

The propagation of the field at plane $P_1$ to the field at $P_2$ was recorded and selected experimental images of the field at intervals along its propagation are given in Fig. 4.4.3.8. It is interesting to note that even though a rotation in the intensity profile for the petal field (in the vicinity of plane $P_3$, i.e. the far-field) exists as the petal field propagates, no rotation in the fields at $P_1$ propagating to $P_2$ exists as the field propagates. This is in accordance with the theoretical prediction given in Eqs (4.2.8) and (4.2.11), where the rotation rate for such a field is determined to be non-existent, but becomes more evident the closer the field propagates to the far-field.

Fig. 4.4.3.8. Experimental intensity profiles of the field captured at evenly spaced intervals from plane $P_1$ to plane $P_2$. The distances from plane $P_1$ are given as (a) 0 mm, (b) 10 mm, (c) 20 mm, (d) 30 mm, (e) 40 mm, (f) 50 mm (g) 60 mm and (h) 70 mm. The white arrows illustrate the movement of a selected singularity. Inserts are given for the theoretical predictions.
Switching the handedness of the azimuthal phases in the two ring-slits, is known to cause the petal field, produced in the Fourier plane, $P_3$, to rotate in the opposite direction [13]. Even though the spiral field, produced at plane $P_2$, does not rotate as it propagates, swapping the handedness of the azimuthal phases (within the two ring-slits), results in the direction of the spokes to switch from clockwise to anti-clockwise (and vice versa). This is evident in the last column of Fig. 4.4.3.9 and is in good agreement with the theoretical prediction.

![Fig. 4.4.3.9](image)

**Fig. 4.4.3.9** *First column*: The ring-slit hologram applied to LCD$_1$. *Second column*: The corresponding optical fields for the ring-slits. The white arrows mark the locations of the singularities. *Third column*: The Fourier transform of the ring-slit hologram. *Fourth column*: The corresponding field, produced at plane $P_2$. The white arrow marks the handedness of the spokes. Theoretical predictions are accompanied as inserts.

### 4.5. Conclusion

We have presented two techniques to experimentally realize the superposition of higher-order Bessel beams [12, 13]. Our first technique involved a physical ring-slit aperture and an azimuthally varying hologram [12], whereas our second technique was a simplified version, involving only one hologram [13]. Both techniques produced fields which agreed very well with the theoretical prediction. The existence of higher-order vortices were revealed by interfering the field with a plane wave. These fields have aided the understanding of certain resonator modes [29].
In this chapter we have also illustrated that we are able to control the rotation rates of superimposed Bessel beams, by varying the parameters in the ring-slit hologram, namely the azimuthal order $|l|$ and the difference, $\Delta k$, between the two radial wave-vectors [13]. The different radial wave-vectors lead to different longitudinal wave-vectors which produce the self-imaging phenomenon and the rotation is then a manifestation of the continuous change of the intensity pattern. Our experimentally measured rotation rates are in very good agreement with those predicted theoretically. This technique is an ideal tool for the controlled rotation of trapped particles in optical trapping experiments.

We also showed that a ring-slit field transforms from an annular structure (embedded with singularities) to a spiral structure, consisting of spokes situated around a ring, which shows no rotation in its intensity profile [30]. Since Bessel beams, and especially superpositions of Bessel beams, are widely used in optical tweezing, understanding the structure of the field at planes other than the Fourier plane is necessary. The ring-slit field, embedded with singularities, can be used to trap low-index particles at set distances on the circumference of a circle.

4.6. References


CHAPTER FIVE

Non-diffracting Speckle Fields

5.1. Introduction

Any field that has an annular spatial spectrum falls into the family of non-diffracting fields. Their ability to maintain their intensity profile during propagation has interested many researchers, resulting in many publications being dedicated to their formation, some of which are mentioned in section 4.1.

In this chapter, we turn our attention to random non-diffracting fields (also termed non-diffracting speckle fields). The first attempt to create a non-diffracting speckle field involved illuminating a weakly scattering diffuser (produced by spraying finishing mist on a flat glass plate) with a thin ring field [1]. Simpler and more efficient methods of generating non-diffracting speckle fields have been realized with the use of a single SLM [2]. This is a computational approach, equivalent to the experimental setup of Ref. [1], where the computer-generated hologram applied to the SLM is the Fourier transform of a ring-slit containing a random binary pattern.

Even though investigations into generating non-diffracting speckle fields have been made, none, to the best of our knowledge, show agreement between a theoretically calculated speckle field and an experimentally measured field. The major reason for this is that illuminating a diffuser with a ring field (as described in Ref. [1]) makes it virtually impossible to mathematically formulate the transmission function within the ring-slit in order to compute a theoretical prediction. We make use of a single SLM and implement the checkerboard pattern which allows us to operate our phase-only SLM in both phase and amplitude mode. This allows us to define the transmission function of the ring-slit and so a theoretical calculation of the resulting speckle can be made.

In this chapter we will outline the experimental setup used to generate non-diffracting speckle and illustrate the benefit of the checkerboard pattern [3]. Since speckle plagues many optical
systems, an understanding of speckle formation is imperative for the development of tools for its removal [4, 5]. Speckle is also proving useful in metrological techniques [6-10] and non-diffracting speckle is of particular interest in the non-destructive testing of materials [11], all of which benefit from a knowledge of speckle formation. Current investigations considered the effect the dimensions and the geometry of the ring-slit have on the longitudinal correlation [12] and the clustering (or snake-like patterns) of the speckles [13, 14], respectively. The structure of the random hologram or diffuser also has an influence on the formation of speckle clustering [14, 15]. In section 5.3, we make further investigations into the formation of speckle by studying the effect binary and continuous phase modulations within the ring-slit, for both the uniform and normal distribution, have on the structure of the speckle [3]. Our experimental results are accompanied by a theoretical explanation to validate what we experimentally witness.

### 5.2. Experimental methodology

The experimental setup used to generate non-diffracting speckle fields is very similar to that presented in Fig. 4.4.2, for the generation of non-diffracting Bessel beams, and is presented below in Fig. 5.2.1. A HeNe laser was expanded through a $6 \times$ telescope before illuminating a ring-slit hologram, encoded with a random phase modulation. In our previous attempts, a physical ring-slit aperture was imaged onto the SLM and the phase modulation within the ring field would be modified. However, with this approach, in the case of non-diffracting speckle fields, one cannot define the transmission function of the ring field and this is why we implemented the checkerboard pattern, so as to reproduce the entire transmission function onto a single hologram. The dynamic addressing of SLMs allows the radius and width of the ring-slit, the frequency of the phase modulation, the number of grey-levels used to represent the phase modulation, and the distribution used to describe the phase modulation to be varied appropriately. The plane at the SLM (P1) was relay imaged with a $1 \times$ telescope to plane P2 (denoted in Fig. 5.2.1). A physical ring-slit, contained within the red border in Fig. 5.2.1, was placed at P2 when needed, to allow for comparison between the results obtained with the ring-slit hologram and the physical ring-slit in conjunction with the random hologram. The field at plane P2 was Fourier transformed, with the use of lens L5, before being magnified by a $10 \times$ objective and detected on a CCD camera. The non-diffracting nature of the produced speckle field is illustrated in Fig. 5.2.1 (i) - (ii), illustrating that the intensity profile of the field remains invariant as the field propagates.
Fig. 5.2.1. The experimental design for generating non-diffracting speckle. The physical ring-slit (RS) which can be introduced into the optical setup when needed is denoted inside the red border. (L: lens ($f_1 = 25$ mm; $f_2 = 150$ mm; $f_3 = 50$ mm; $f_4 = 50$ mm; $f_5 = 200$ mm); M: mirror; SLM: spatial light modulator; O: objective; CCD: CCD camera). (i) – (iii) The intensity profile of the non-diffracting speckle field recorded at intervals along its propagation.

Figure 5.2.2 contains the results obtained with the physical ring-slit and a random hologram (column 2) and the hologram which incorporates the checkerboard pattern (column 4). These results were first obtained by illuminating the SLM when it was addressed by the holograms given in column 3 of Fig. 5.2.2. The SLM was then addressed with the same random holograms as those in column 3, but with the checkerboard pattern removed (i.e. those in column 1), and the field at the SLM was then imaged onto a physical ring-slit ($R = 3$ mm and $\Delta = 150 \, \mu$m). The alignment of the physical ring-slit was adjusted until the field in the Fourier plane resembled that which was obtained with the checkerboard pattern. Both methods produced identical results (evident in comparing columns 2 and 4), illustrating that this technique is extremely effective in mimicking an amplitude mask. By being able to encode the transmission function into a single hologram and with the dynamic addressing of SLMs, the parameters which describe the ring-slit, such as radius, width and phase modulation can all be easily adjusted.
Fig. 5.2.2. *Column 1*: Random holograms which were illuminated with a ring field, denoted in red. *Column 2*: The corresponding experimentally measured Fourier transform. *Column 3*: The same random holograms as those in column 1, but with the checkerboard encoded. *Column 4*: The experimentally measured Fourier transform of column 3.

Since the phase modulation within the ring-slit can be mathematically defined, we can compute a theoretical prediction for the resulting speckle field. An example is given in Fig. 5.2.3, illustrating that the experimentally produced non-diffracting speckle field is in very good agreement with the theoretical prediction. This approach, for the first time, allows for quantitative studies in the dynamics of speckle formation, and is implemented with a single device – a SLM.

Fig. 5.2.3. (a) The ring-slit hologram applied to the SLM. (b) The corresponding experimentally produced field in the Fourier plane and (c) the theoretically calculated field at the Fourier plane.
5.3. Results and discussion

In our experimental investigations we test four different forms of phase modulation within the ring-slit, described by the following distributions: (i) continuous uniform, (ii) binary uniform, (iii) continuous normal and (iv) binary normal.

- (i) and (ii): continuous uniform and binary uniform distributions

In the case where the phase modulation is described by a continuous uniform distribution, the phase values exist in the range \( \{0, 2\pi\} \), and the phase modulation is defined as

\[
\phi(x, y) = 2\pi \times U(x, y),
\]

where \( U(x,y) \) is a uniform random number in the range \( \{0,1\} \).

For the case that the phase modulation within the ring-slit is described by a binary uniform distribution, there is an equal probability that the phase values will be assigned either a value of 0 or \( \pi \), which is mathematically described as

\[
\phi(x, y) = \begin{cases} 
0, & U(x, y) \leq 0.5 \\
\pi, & U(x, y) > 0.5
\end{cases}
\]

Figure 5.3.1 contains the ring-slit holograms and the corresponding fields in the Fourier plane for the continuous uniform and binary uniform distributions. The frequency of the phase modulation within the ring-slit increases for each row (i.e. the phase modulation becomes more complicated). The amplitude mask has been removed in Fig 5.3.1, so as to highlight the phase-modulation within the ring-slit.
Fig. 5.3.1. Column 1: Ring-slit holograms, where the phase modulation within the ring-slit is described by a continuous uniform distribution (the frequency of the phase modulation increases with each row, (a) and (c) 10 pixels; (e) and (g) 50 pixels; (i) and (k) 100 pixels). The red ring denotes the ring-slit. Column 2: The corresponding experimentally recorded field at the Fourier plane. Column 3: Ring-slit holograms, where the phase modulation within the ring-slit is described by a binary uniform distribution (the frequency of the phase modulation increases with each row). The red ring denotes the ring-slit. Column 4: The corresponding experimentally recorded field at the Fourier plane.

In column 2 of Fig 5.3.1, it is evident that the zero-order Bessel beam starts to reconstruct as the frequency of the phase modulation increases. However, this is not the case with the binary uniform distribution and instead as the frequency of the phase modulation increases, so the speckle becomes more chaotic (evident in column 4).

To understand why different distributions produce different forms of non-diffracting speckle, the complex plane approach (first introduced in section 4.4.1) can be used. The amplitude modulation (introduced in section 4.4.1) is just a specific form of phase modulation where the two vectors, $A_1$ and $A_2$, are weighted and positioned on the complex plane in such a way that they produce a resultant having zero amplitude, thus completely suppressing the on-axis intensity in the Fourier plane.
In the case of the continuous uniform phase modulation the vectors on the complex plane, \( A_1 \) to \( A_{256} \), all have the same amplitude and emanate from the origin of the complex plane from 0 to \( 2\pi \). This produces a resultant, having the same amplitude as each of the 256 vectors, and pointing along the negative \( x \)-axis (i.e. \( \phi = \pi \)). The average amplitude of the field at the plane of these holograms, is non-zero and due to the ring-slit geometry restricting this phase modulation, a zero-order Bessel beam manifests in the Fourier plane, evident in the three images in column 2 of Fig 5.3.1. In order to verify if the DC-offset experiences an increase or a decrease with an increase in the frequency of the phase modulation, we analysed the standard deviation within the ring-slit and this will be presented later for all four distributions.

For the binary uniform case, there is an equal probability that either a value of 0 or \( \pi \) will be selected to represent the phase modulation within the ring-slit and so the two vectors on the complex plane each have the same amplitude, but point in opposite directions (\( \phi_1 = 0, \phi_2 = \pi \)). The amplitude of the resultant is zero, so the DC component of the field at the ring-slit is zero, resulting in no zero-order Bessel beam forming in the Fourier plane. However, as the frequency of the phase modulation increases, the ‘noise’ around the DC-component increases and the nondiffracting speckle becomes more chaotic, evident in column 4 of Fig. 5.3.1.

- (iii) and (iv): continuous normal and binary normal distributions

When the phase values, within the ring-slit, are described by a normal distribution, having a mean of zero and a standard deviation of 1, the phase values are defined as

\[
\phi(x, y) = 2\pi N(x, y),
\]  

(5.3.3)

where \( N(x, y) \) is a normal random number. The probability density function for our continuous normal distribution is

\[
f(x) = \frac{1}{\sqrt{2\pi\sigma^2}} \exp\left(-\frac{(x-\mu)^2}{2\sigma^2}\right),
\]  

(5.3.4)

where \( \mu \) and \( \sigma \) are the mean and standard deviation, respectively.
The last case that we consider is the binary normal case. Here phase values within the ring-slit are assigned a value of either 0 or $\pi$, where the probability of selecting either value is bounded by a Gaussian envelope,

$$\phi(x, y) = \begin{cases} 0, & N(x, y) \leq 0.5 \\ \pi, & N(x, y) > 0.5 \end{cases}$$

(5.3.5)

The results obtained with these two distributions appear below in Fig. 5.3.2. The holograms containing phase modulations described by a continuous normal distribution and a binary normal distribution are given in column 1 and 3 of Fig. 5.3.2. The non-diffracting speckle fields produced by the holograms (described in columns 1 and 3) are shown in columns 2 and 4, respectively. It is evident that in the case of both distributions, the non-diffracting speckle starts to evolve into a zero-order Bessel beam as the frequency of the phase modulation increases.

Fig. 5.3.2. **Column 1:** Ring-slit holograms, where the phase modulation within the ring-slit is described by a continuous normal distribution (the frequency of the phase modulation increases with each row, (a) and (c) 10 pixels; (e) and (g) 50 pixels; (i) and (k) 100 pixels). The red ring denotes the ring-slit. **Column 2:** The corresponding experimentally recorded field in the Fourier plane. **Column 3:** Ring-slit holograms, where the phase modulation within the ring-slit is described by a binary normal distribution (the frequency of the phase modulation increases with
each row). The red ring denotes the ring-slit. *Column 4:* The corresponding experimentally recorded field in the Fourier plane.

Once again the effects noted in Fig. 5.3.2 can be explained by visualizing a complex plane to represent the phase values in the hologram. For the continuous normal distribution, the vectors on the complex plane are weighted by a normal distribution. This results in the resultant vector having a non-zero amplitude and consequently an average amplitude of the field exists at the ring-slit producing a zero-order Bessel beam in the Fourier plane. This is evident experimentally in column 2 of Fig. 5.3.2.

When the phase modulation is described by a binary normal distribution a similar effect is noted (column 4 of Fig. 5.3.2). This is due to the fact that the probability of selecting either a phase value of 0 or a phase value of $\pi$, is bounded by a normal distribution; giving rise to the amplitudes of the two vectors in the complex plane being unequal. The resultant vector therefore has a non-zero amplitude and so a mean amplitude exists within the ring-slit giving rise to a zero-order Bessel beam in the Fourier plane.

For all of the above four cases, the transition of the speckle field, as the frequency modulation increases, can be understood by investigating the effect the standard deviation of the distribution has on the complex plane analogy. A graph illustrating how the standard deviation for each of the four distributions varies as a function of the frequency of the phase modulation is given in Fig. 5.3.3. The x-axis represents an increase in the correlation radius of the phase modulation within the ring-slit. The correlation radius is defined as the distance over which a $2\pi$ phase shift occurs in the phase modulation. Therefore a small correlation radius indicates that the frequency of the phase modulation is high, while a large correlation radius means the frequency of the phase modulation is low. The y-axis denotes the standard deviation of the distribution.

For the case of the continuous uniform distribution, the standard deviation for the continuous uniform distribution decreases as the frequency of the phase modulation decreases. In terms of the complex plane, this means that the range in which the 256 vectors exist on the complex plane becomes smaller. If all 256 vectors on the complex plane are restricted to a segment which has a small opening angle, then the amplitude of the resultant vector will increase, resulting in the zero-order Bessel beam becoming more predominant in the Fourier plane, as illustrated in column 2 of Fig. 5.3.1.
Fig. 5.3.3. Graph of the standard deviation for each of the four distributions as a function of the frequency of the phase modulation (or correlation radius).

From Fig. 5.3.3, it is evident that the standard deviation for the uniform binary distribution does not vary as the frequency of the phase modulation increases. This would then explain why the amplitude of the two vectors in the complex plane remains unchanged as the frequency of the phase modulation increases. This results in no change occurring in the DC-offset and consequently no zero-order Bessel beam forms in the Fourier plane, evident in column 4 of Fig. 5.3.1.

In the continuous normal distribution, an increase in the frequency of the phase modulation has no effect on the standard deviation (evident in Fig. 5.3.3). Instead the standard deviation remains fairly constant. This results in no fluctuations in the average amplitude of the field within the ring-slit taking place. In this case, as the frequency of the phase modulation increases not much change is noted in the intensity of the zero-order Bessel beam in the Fourier plane, as is the case in column 2 of Fig. 5.3.2.

From fig. 5.3.3, one can see that as the frequency of the phase modulation increases, the standard deviation decreases ever so slightly, resulting in a slight increase in the amplitude of the resultant vector. Consequently, the zero-order Bessel beam starts to appear as the frequency of the phase modulation increases.
In conclusion, we see that by engineering the frequency of the phase modulation, there is not much of a transition from non-diffracting speckle to a zero-order Bessel beam. Only one of the distributions (the binary normal distribution) shows a transition from chaotic speckle to a zero-order Bessel beam. This is also evident in comparing Figs 5.3.1 and 5.3.2, where the binary normal distribution (column 4, Fig. 5.3.2) displays the development from fully-developed speckle to a zero-order Bessel beam. The two continuous cases on the other hand, do not seem to start off as chaotic speckle; instead we see Bessel-like clusters. The binary uniform distribution is the polar opposite. Increasing the frequency of the phase modulation does not result in the field attaining a quasi-zero-order Bessel beam state and instead the field develops into more chaotic speckle (evident in Fig. 5.3.3 and in the intensity profiles in column 4 of Fig. 5.3.1). By decreasing the standard deviation of all four distributions, this restricts the two vectors to a smaller area on the complex plane and so the zero-order Bessel beam becomes more predominated in the Fourier plane. Some simulated results are given in Fig. 5.3.4 (row 1: continuous uniform, row 2: binary uniform, row 3: continuous normal, and row 4: binary normal). By varying the standard deviation, one can control where in the ‘speckle to zero-order Bessel beam’ spectrum the field can exist.

Fig. 5.3.4. Simulated images for the non-diffracting speckle field, for each of the four corresponding distributions. Row 1: continuous uniform. Row 2: binary uniform. Row 3:
continuous normal. Row 4: binary normal. The standard deviation increases from left to right. The values for the standard deviation are given in the bottom right corner of each image.

5.4. Conclusion

Modulating the amplitude in the ring-slit holograms, allows us to obtain good agreement between our experimentally produced non-diffracting speckle fields and theoretical predictions. We investigated the effect that binary and continuous phase modulations for two different distributions, (uniform and normal), have on the structure of the speckle field [3]. We discovered that we can control the evolution of the fully-developed non-diffracting speckle into a zero-order Bessel beam by adjusting the standard deviation of the distribution, which can be explained by analysing the DC component of the Fourier series. Having a ‘dial’ to select between either a zero-order Bessel beam, fully-developed non-diffracting speckle, or any mixture in-between, one can develop fields that are ‘tailor-made’ for specific functions. For example in the case of the non-destructive testing of materials, fields can be designed so as to optimise the assessment of materials and solutions. Non-diffracting fields are also widely used in optical tweezers. By being able to switch between a zero-order Bessel beam and non-diffracting speckle, one can randomly disperse particles, accumulated in the column of the Bessel beam, in a predetermined area of a cell or sample.

5.5. References


CHAPTER SIX

Measuring the Orbital Angular Momentum Density of an Optical Field

6.1. Introduction

In chapter 2, various methods of measuring OAM are mentioned, however, even though these techniques are efficient at sorting modes (and even in some cases single photons) carrying OAM, they do not allow one to obtain a quantitative measurement for the OAM density. They merely measure the global OAM – the average value across the entire field. Some publications, however, have demonstrated the transfer of local OAM to trapped particles [1-3] and shown that the rotation rates of a particle trapped at different radial positions is proportional to $r^{-3}$ [1], or that a particle trapped at different radial positions in an optical field (produced by interfering two vortex beams with unequal charges) rotate in opposite directions [3]. Attempts to make quantitative measurements of the OAM carried in an optical field have been made by measuring these rotation rates [4, 5]. This is not only an indirect measurement, but also a difficult experiment to conduct. These measurements only show that the rotation rates increase linearly with laser power [4] and that the rotation rates of low-index particles are not affected by beam imperfections [5]. An even more complicated method involves using the Doppler shift of a rotating detector [6, 7].

In this chapter we investigate theoretically (in section 6.2) the OAM density for superpositions of higher-order Bessel beams from first principles, by calculating the Poynting vector of the field, from which we can deduce both the linear and angular momentum components [8, 9]. We then use the Fresnel diffraction integral to form an experimental expression for the OAM density, from which we can make a direct comparison between theory and experiment. In section 6.3, we develop a simple method for measuring the OAM density in optical fields, using only a SLM and a Fourier transforming lens. Since there is interest in the superposition of OAM carrying fields, at both the classical [10-12] and quantum levels [13], we test the approach on superimposed non-diffracting higher-order Bessel beams. We obtain quantitative measurements
for the OAM density as a function of the radial position, for both symmetric and non-symmetric superpositions. We obtain good agreement with the theoretical prediction which is presented in section 6.4. The results indicate that the magnitude and direction of the OAM in the optical field is dependent on the location within the field’s spatial distribution. In other words, different parts of the field carry different amounts of OAM. Being able to determine the OAM distribution is significant in optical trapping and tweezing.

6.2. Theory

In obtaining the theoretical result for the OAM density for a coherent superposition of two Bessel beams, we follow the same procedure as that presented in section 1.3. The same steps taken in formulating Eqs (1.3.1) to (1.3.13) (although it contains the case for a single field, possessing the phase factor \( \exp(il\theta) \)) are applied here.

This problem, of formulating the Poynting vector, has been tackled previously by others [4, 14 - 19]. We first take the general result for the Poynting vector, presented in Eq. (1.3.8), which we will then apply to our specific problem of coherent superpositions of non-diffracting Bessel beams.

- **CASE 1:** Symmetric superposition

The form for a symmetric superposition of two Bessel beams having differing cone angles and opposite azimuthal phases is

\[
u^l (r, \theta, z) = A_0[J_l(q_1 r) \exp(i\Delta k z) \exp(il\theta) + \alpha_0 J_{-l}(q_2 r) \exp(-i\Delta k z) \exp(-il\theta)], \quad (6.2.1)\]

where \( J_l \) is the Bessel function of order \( l \). \( A_0 \) is the energy contained within the first Bessel beam, \( J_l \),

\[
A_0 = \sqrt{\int_{\text{ring}} \exp(-2(r/\omega)^2) r dr} \quad (6.2.2)
\]

and the energy contained within the second Bessel beam, \( J_{-l} \), is denoted as \( \alpha_0 A_0 \), where
\[ \alpha_0 = \sqrt{\frac{\int_{\text{ring} 2} \exp(-2(r/\omega)^2)rdr}{\int_{\text{ring} 1} \exp(-2(r/\omega)^2)rdr}} \]  

with \( \text{ring} 1 \) and \( \text{ring} 2 \) denoting the bounds of the inner and outer radii for the inner and outer rings, respectively and \( \omega \) the radius of the Gaussian beam illuminating the ring-slit. The cone angles, \( \gamma_1 \) and \( \gamma_2 \), differ as a result of the generation process (outlined in chapter 4). As a result of the differing cone angles, both the radial and longitudinal wave numbers differ for the two beams. The radial wave numbers become \( q_i = k\sin\gamma_i \), while the longitudinal wave numbers, given by \( k_i = k\cos\gamma_i \), differ from the central \( z \)-dependent wave number \( (k) \) by \( \pm \Delta k \). The subscripts \( i \) refer to the first (second) beam in the superposition. Each of the components of the Poynting vector, \( (S_r, S_\theta \text{ and } S_z) \) for the field given in Eq. (6.2.1) can be determined by substituting the amplitude of the field (Eq. (6.2.1)) into Eq. (1.3.8)

\[ S_r = -\frac{A_0^2 \alpha_0 \epsilon_0 \alpha^2}{2} \left[ (q_2 J_{i+1}(q_2 r)J_1(q_1 r) + q_1 J_{i-1}(q_2 r)J_{i+1}(q_1 r)) \sin(2l\theta + \Delta k z) \right] \]  

\[ S_\theta = \frac{A_0^2 \epsilon_0 \alpha^2}{2r} \left( J_1^2(q_1 r) - \alpha_0^2 J_{i-1}^2(q_2 r) \right) \]  

\[ S_z = \frac{A_0^2 \epsilon_0 \alpha^2 k}{2} \left( J_1^2(q_1 r) + \alpha_0^2 J_{i-1}^2(q_2 r) + 2\alpha_0 J_1(q_1 r) J_{i-1}(q_2 r) \cos(2l\theta + \Delta k z) \right) \]  

The total OAM density (along the direction of propagation, \( z \)) is defined as

\[ L_z = \frac{1}{c^2} (r \times S)_z. \]  

Here, the units of \( S \) are the conventional W/m\(^2\) and the OAM density \( (L_z) \) is consequently expressed as the angular momentum per unit volume, or Ns/m\(^2\). By substituting in each component of the Poynting vector (given in Eqs (6.2.4) to (6.2.6)) into the expression for the total OAM density (Eq. (6.2.7)) and taking only the \( z \)-component, the OAM density for the field described in Eq. (6.1.1) is

\[ L_z(r) = \frac{I \epsilon_0 \alpha^2}{2} \left( J_1^2(q_1 r) + \alpha_0^2 J_{i-1}^2(q_2 r) \right) \]
An illustration which describes the experimental measurement is given in Fig. 6.2.1 (a). The figure is divided into two parts: (1) the generation of the optical field for which we wish to measure the OAM density and (2) the measurement of the OAM density, which is achieved by performing the inner-product.

![Fig. 6.2.1.](image)

First we need to relate a measurable quantity (such as the intensity of the inner-product) to the OAM spectrum, so as to form an experimental expression for Eq. (6.2.8), the OAM density. We first start by defining the field of the inner-product, by making use of the Fresnel diffraction
integral, so as to propagate the initial field, $u^I(r, \theta, z)$, multiplied by the match-filter, $t(r, \theta)$, to the plane of the inner-product, $P$

$$u^P(\rho, \phi, z) = \frac{\exp(i2k\mu)}{i\lambda_f} \int_0^{2\pi} \int_0^\mu t(r, \theta)u(r, \theta, z) \exp \left(-i \frac{k}{f} r\rho \cos(\theta - \phi) \right) r\rho \, dr \, d\theta.\quad (6.2.9)$$

$f$ is the focal length of the lens used in the modal decomposition.

The field is evaluated at the origin, $\rho = 0$, so as to return the desired inner-product between the field $u^I(r, \theta, z)$ and the match filter $t(r, \theta)$. We also only need to consider the cases when the azimuthal mode of the match-filter is either $l$ or $-l$ (i.e. $n = l$ and $-l$), because the weighting of the azimuthal mode, $a_n$, will be non-zero when the match-filter possesses an azimuthal mode of the complex conjugate of one of the azimuthal modes present in the initial field, $u^I(r, \theta, z)$.

By substituting the initial field, Eq. (6.2.1) into Eq. (6.2.9), and considering only the signal at the origin, $u^P(0, \varphi, z)$, for both cases of $m = l$ and $m = -l$, we find that

$$u^P_l(\rho = 0, z) = \frac{\exp(i2k\mu)}{i\lambda_f} 2\pi \alpha_0 \frac{R_2}{R_1} \int_{q_1}^{q_2} J_l(q_1 r) \exp(i\Delta k z) r\rho \, dr\quad (6.2.10)$$

and

$$u^P_{-l}(\rho = 0, z) = \frac{\exp(i2k\mu)}{i\lambda_f} 2\pi \alpha_0 \frac{R_2}{R_1} \int_{q_1}^{q_2} J_{-l}(q_2 r) \exp(-i\Delta k z) r\rho \, dr,\quad (6.2.11)$$

where $R_1$ and $R_2$ are the inner and outer radii of the ring-slit used in the match-filter.

The ring-slit in the match-filter is thin, resulting in Eqs (6.2.9) and (6.2.10) being simplified by noting that the ring-slit may be assumed to be at a single radial position, $R = R_1 = R_2$, of width $2\Delta R$ (where $R$ is the radius of the ring-slit)

$$u^P_l(\rho = 0, z) = \frac{\exp(i2k\mu)}{i\lambda_f} 2\pi \alpha_0 2\Delta R \cdot R J_l(q_1 R) \exp(i\Delta k z)\quad (6.2.12)$$

and
Since the intensity of an optical field is defined as $I_l = \varepsilon_0 c (u_l u_l^*)$, the measured intensity at the origin of the inner-product, $I(0)$, and the theoretical Bessel function can be related as

$$\frac{I_l(0)}{\varepsilon_0 c} \left( \frac{f\lambda}{4\pi R^2 R_\theta} \right)^2 = J_l^2 (q_2 R), \quad \text{(6.2.14)}$$

and

$$\frac{I_{-l}(0)}{\varepsilon_0 c} \left( \frac{f\lambda}{4\pi R^2 R_\theta} \right)^2 = \alpha_{0}^2 J_{-l}^2 (q_2 R), \quad \text{(6.2.15)}$$

for the two cases, where the azimuthal mode index of the match-filter is either $l$ or $-l$, respectively. Substituting these two equations (Eqs (6.2.14) and (6.2.15)) into the theoretical result for the OAM density (Eq. (6.2.8)), the following experimental form for the OAM density is obtained

$$I_z(R) = \frac{I_l(0)}{2c\eta} \left( \frac{\lambda f}{S_{Ring}} \right)^2 \left( I_l(0) - I_{-l}(0) \right), \quad \text{(6.2.16)}$$

$\eta$ is a factor for the optical efficiency of the experimental setup and $S_{Ring}$ is the area $(4\pi R^2 R_\theta)$ of the match-filter’s ring-slit and is a function of its radius, $R$.

We will now generalize the expressions for the theoretical (Eq. (6.2.8)) and experimental (Eq. (6.2.16)) OAM densities, for a generalized symmetric superposition of Bessel beams, described as

$$u^I(r, \theta, z) = A_0 \sum_{l=-N}^{N} \alpha_l J_l(q_l r) \exp(i\Delta k_l z) \exp(i\theta) + \alpha_{-l} J_{-l}(q_{-l} r) \exp(-i\Delta k_{-l} z) \exp(-i\theta). \quad \text{(6.2.17)}$$
where \( \alpha_l \) and \( \alpha_{-l} \) denote the energy contained in each of the ring-slits, with respect to the energy contained in the first ring-slit. Since the \( \theta \)-component of the Poynting vector, \( S_\theta \), is a linear operator (this proof is included in Appendix A2), the generalized experimental and theoretical OAM density is obtained by extending the results given in Eqs (6.2.8) and (6.2.16)

\[
L_z(r) = \frac{\varepsilon_0 \omega \lambda_0^2}{2} \sum_{l=-N}^{N} l \alpha^2_l J_l^2(q_l r) - l \alpha^2_{-l} J_{-l}^2(q_{-l} r)
\]  

(6.2.18)

and

\[
L_z(r) = \frac{\omega}{2 c \eta} \left( \frac{\lambda f}{S_{\text{ring}}} \right)^2 \sum_{l=-N}^{N} (I_l(0) - I_{-l}(0)),
\]  

(6.2.19)

respectively.

- **CASE 2**: Non-symmetric superposition

The amplitude for a non-symmetric superposition of two Bessel beams, is defined as

\[
u^l(r, \theta, z) = A_0 \left( J_l(q_1 r) \exp(i \Delta k z) \exp(i l \theta) + \alpha_0 J_m(q_2 r) \exp(-i \Delta k z) \exp(i m \theta) \right),
\]  

(6.2.20)

where the azimuthal indices are of different orders, \( l \neq m \). By following the same procedure for determining the Poynting vector and consequently the OAM density, as described in the symmetric case, the theoretical OAM density is

\[
L_z(r, \theta, z) = \frac{\varepsilon_0 \omega \lambda_0^2}{2} \left( J_l^2(q_1 r) + m \alpha_0^2 J_m^2(q_2 r) + (l + m) \alpha_0 \cos((l - m) \theta + 2 \Delta k z) J_l(q_1 r) J_m(q_2 r) \right)
\]  

(6.2.21)

Unlike the symmetric case (Eq. (6.2.8)) this form for the OAM density is a function of the azimuthal angle, \( \theta \), in the plane of the inner-product and is evaluated by summing over the OAM density values for a range of angles varying from 0 to 2\( \pi \). It is also a function of \( \Delta k z \), however since this only produces a constant phase-shift (i.e. a rotation in the intensity profile of the optical field), it is neglected.
The on-axis intensity in the inner-product plane is related to the Bessel function by following
the same steps outlined in Eqs (6.2.9) to (6.2.15) and remembering that the match-filter must be
set to both \( l \) and \( m \), resulting in

\[
I_l(0) \left( \frac{f \lambda}{4 \pi R \cdot RA_0} \right)^2 = J_l^2(q_l R) \tag{6.2.22}
\]

and

\[
I_m(0) \left( \frac{f \lambda}{4 \pi R \cdot RA_0} \right)^2 = \alpha_0^2 J_m^2(q_m R). \tag{6.2.23}
\]

Substituting Eqs (6.2.22) and (6.2.23) into Eq. (6.2.21) produces the expression for the
experimental measurement of the OAM density

\[
L_z(R, \theta, z) = \frac{\omega}{2c \eta} \left( \frac{\lambda f}{S_{\text{Ring}}} \right)^2 \left[ I_l(0) + m I_m(0) + (l + m) \cos((l - m) \theta + 2 \Delta k z) \sqrt{I_l(0)} \sqrt{I_m(0)} \right]. \tag{6.2.24}
\]

No measurement for the angle \( \theta \) can be made, as there exists only one measurement for the on-
axis intensity in the inner-product plane. Instead the experimental equation for the OAM density
is integrated over \( \theta \), resulting in the average OAM density

\[
\overline{L_z}(R) = \frac{\omega}{2c \eta} \left( \frac{\lambda f}{S_{\text{Ring}}} \right)^2 \left( I_l(0) + m I_m(0) \right). \tag{6.2.25}
\]

where the term \( \Delta k z \) can be neglected. As this result has no angular dependence, the
measurement does not pertain to a specific radial direction, but instead is an average
measurement across the field.

The amplitude distribution of the non-symmetric superposition can be generalised in the
following form
\[ u^l (r, \theta, z) = A_0 \sum_{l=-N}^{N} \sum_{m=-N}^{N} \alpha_i J_i (q_i r) \exp(i \Delta k_i z) \exp(i l \theta) + \alpha_m J_m (q_m r) \exp(i \Delta k_m z) \exp(i m \theta). \]  

(6.2.26)

Since the \( \theta \)-component of the Poynting vector, \( S_{\theta} \), is a linear operator, the theoretical and experimental results for the OAM density is determined by extending the simple form in Eqs (6.2.21) and (6.2.25). However, the equations become very cumbersome and have been neglected. In verifying our results for a generalized non-symmetric superposition, the OAM density is calculated by substituting the amplitude distribution (Eq. (6.2.26)) into Eq. (6.2.8) to determine the Poynting vector for calculating the theoretical OAM density.

We conduct the experiment on six different optical fields, which will appear in section 6.4. The first three fields consist of a superposition of two Bessel beams, of orders \( l = 3 \) and \(-3\), where the energy in the two Bessel beams are (1) equal; (2) the \( l = -3 \) order Bessel beam is heavily weighted; and (3) the \( l = +3 \) order Bessel beam is heavily weighted. The theoretical and experimental OAM densities are calculated using Eqs (6.2.8) and (6.2.16). We also measure the OAM density for a non-symmetric superposition of two Bessel beams, \( l = 3 \) and \( m = -4 \), using Eqs (6.2.21) and (6.2.26). The fifth optical field is a superposition of three Bessel beams and even though the OAM density is not explicitly given in this thesis, it is easily calculated by substituting the amplitude of the optical field into Eqs (1.3.8) and (6.2.7). Similarly, we use Eqs (1.3.8) and (6.2.7) to measure the OAM density of the last optical field, a non-symmetric superposition of four Bessel beams.

6.3. Experimental methodology

The experimental setup for measuring the OAM density for symmetric and non-symmetric superpositions of Bessel beams is denoted in Fig. 6.3.1. A HeNe laser (\( \lambda \sim 633 \text{ nm} \)) was expanded through a \( 6 \times \) telescope and directed onto the liquid crystal display (LCD) of a SLM, labelled LCD\(_1\), so as to generate the six optical fields for which we wish to measure the OAM density. The fields were generated using the holograms presented in section 4.4.
Fig. 6.3.1. A schematic of the experimental setup for measuring the OAM density as a function of the radial position, R. L: Lens \( (f_1 = 25 \text{ mm}; f_2 = 150 \text{ mm}; f_3 = 200 \text{ mm} \text{ and } f_4 = 200 \text{ mm}) \); M: Mirror; LCD: Liquid Crystal Display; O: Objective; PM: Pop-up Mirror; CCD: CCD Camera. The objective, O\(_2\), was placed at the Fourier plane of lens, L\(_4\). The corresponding optical fields and holograms appear at the appropriate planes.

Some of the ring-slit holograms, programmed onto LCD\(_1\), for the creation of superimposed Bessel beams can be found in the next section, section 6.4. The area surrounding the ring-slit, where we do not want to transmit any light, is encoded with a checkerboard pattern so as to mimic an amplitude mask. This checkerboard technique was explained in section 4.4.1. The resulting images of our non-diffracting superposition field, formed at the focal plane of L\(_3\), was magnified with a 10x objective, O\(_1\), and directed to the LCD of the second SLM, LCD\(_2\). A pop-up mirror, PM\(_1\), was used to direct the field at the plane of LCD\(_2\) so as to be recorded on CCD\(_1\). This allowed us to quantitatively measure the radial positions within the initial optical field.

The modal decomposition was achieved by executing an inner product of the incoming field with the match filter and a Fourier transforming lens, L\(_4\). Since the match-filter was programmed digitally the phase factor, \( \exp(-im\theta) \), was easily varied for various \( m \) values, and for particular radial \( (r) \) positions. The coefficient \( a_{m,r} \), at set radial positions, was found by assigning the match-filter to a narrow ring-slit having a radius, \( R \), and a width of 20 pixels. This allows us to find the local OAM density rather than the global OAM density.

The image presented in Fig. 6.3.2, illustrates the concept of the match-filter: the experimental field (second and fourth row of Fig. 6.3.2) was subdivided into 10 ring-slits. In this work, the match-filters consist of ring-slits having ten different radii \( (r_1 = 75; r_2 = 110; r_3 = 145; r_4 = 180; r_5 = 215; r_6 = 250; r_7 = 285; r_8 = 320; r_9 = 355 \text{ and } r_{10} = 390 \) (given in pixels), each consisting of
a width of 20 pixels). The azimuthal phase within each ring-slit was varied according to the complex conjugate of the azimuthal modes present in the initial amplitude distribution. The dynamical aspect of SLMs allows us to radially locate where in the optical field we wish to make a measurement of the OAM density. Due to the fact that LCD₂ was orientated as the mirror image of LCD₁ in our experimental setup, the complex conjugate of the azimuthal mode index, $m$, on LCD₁ is equivalent to $m$ on LCD₂. If the experimental setup were orientated differently, such that the two SLMs have the same orientation, the complex conjugate of the azimuthal mode index, $m$, on LCD₁ is then equivalent to $-m$ on LCD₂. The OAM density for a particular radial position can then be obtained by measuring the on-axis intensity of the inner-product on CCD₂.

![Fig. 6.3.2](image)

Fig. 6.3.2. The initial optical field was divided radially into individual ring-slits. The phase within the annular ring was varied azimuthally for various values of $l$. The rest of the LCD was programmed with a checkerboard pattern so as to restrict the transmission function to the ring alone. The ten rings have the following radii: $r_1 = 600 \, \mu m$, $r_2 = 880 \, \mu m$, $r_3 = 1160 \, \mu m$, $r_4 = 1440 \, \mu m$, $r_5 = 1720 \, \mu m$, $r_6 = 2000 \, \mu m$, $r_7 = 2280 \, \mu m$, $r_8 = 2560 \, \mu m$, $r_9 = 2840 \, \mu m$ and $r_{10} = 3120 \, \mu m$. The black and white images in rows 2 and 4 are grey-scale experimental images of the first optical field that we tested.

In the next section we will present our results for the six optical fields that we tested using our OAM density measurement setup, described in Fig. 6.3.1.
6.4. Results and discussion

- **Optical field #s 1, 2 and 3** - symmetric superposition of two Bessel beams

The holograms for the first test of our OAM measurement technique, described in section 6.4, are given in the first column of Fig. 6.4.1. They consist of a ring-slit separated into two ring-slits, each possessing an azimuthal phase of equal order but opposite handedness, (i.e. \( l_{\text{inner}} = 3 \) and \( l_{\text{outer}} = -3 \)). The widths of the two ring-slits differ in Figs 6.4.1 (d) and (g). This allowed us to adjust the energy present in each of the two Bessel beams and subsequently set the values of \( A_0 \) and \( \omega_0 \) in Eq. (6.2.11). The ring-slit dimensions are: (a) \( r_1 = 173, r_2 = 188, \Delta r_1, \Delta r_2 = 15 \); (d) \( r_1 = 173, r_2 = 188, \Delta r_1 = 7, \Delta r_2 = 23 \); (g) \( r_1 = 173, r_2 = 188, \Delta r_1 = 23, \Delta r_2 = 7 \) (all given in pixels). When the orders, \( |l| \), of the two azimuthal phases are of equal order, but of opposite handedness, a petal structure is produced, where the number of petals is denoted by \( 2|l| \) as expected from theory [20]. This is evident in Fig. 6.4.1 (b) and (c).

In the other two cases (Fig. 6.4.1 (d) and (g)) the two ring-slits cover slightly different areas, producing Bessel beams containing differing energies. The \( l = -3 \) order Bessel beams is heavily weighted by increasing the area of the outer ring-slit (evident in Fig. 6.4.3 (d)), resulting in a smearing of the petals as the \( l = -3 \) order Bessel beam is favoured in the optical field (evident in Fig. 6.4.1 (e) and (f)). In Fig. 6.4.1 (g) the \( l = 3 \) order Bessel beam is heavily weighted by increasing the area of the inner ring-slit, resulting in a similar smearing of the petals.
Fig. 6.4.1. *First column:* Holograms and the corresponding experimentally produced fields in the Fourier plane (*second column*) accompanied with theoretically calculated fields (*third column*). The white dots in (c) denoted the radial positions of each of the ten ring-slits used as the match-filters.

The OAM spectrum of the first optical field, given in the first row of Fig. 6.4.1, was obtained by measuring the intensity at the origin of the inner-product field, at plane $P$, with a CCD camera, CCD$_2$, for each of the ten match-filters whose azimuthal phase varied from $l = -4$ to 4. This measured OAM spectrum is shown in Fig. 6.4.2, illustrating that the only components of the OAM spectrum, that are present in the field, are $l = -3$ and 3, which are the complex conjugates of the azimuthal modes present in the initial amplitude distribution.
Fig. 6.4.2. The measured OAM spectrum of the field given in Fig. 6.4.1 (b), as a function of the radial ring (or radial position), given by numbers 1 to 10, for azimuthal phase values of $m = -4$ to 4. The height of each bar represents the measured coefficients $|a_m|^2$.

The OAM density for each of the fields, denoted experimentally in the second column of Fig. 6.4.1, was determined by measuring the intensity at the origin of the inner-product field at the Fourier plane of L_4 for each of the match-filters and substituted into Eq. (6.2.16) or (6.2.25). Figure 6.4.3 contains the measured OAM densities as a function of the radial position for the first three optical fields.
Fig. 6.4.3. (a) A density plot of the OAM density for the field given in Fig. 6.4.1 (b). Red denotes negative OAM and blue denotes positive. Light to dark blue denotes an increase in positive OAM and light to dark red denotes an increase in negative OAM. (b), (c) and (e) the OAM density for the fields in Fig. 6.4.1.(b), (e) and (h), respectively. The blue curve denotes the theoretical OAM density and the red points the experimentally measured OAM density. Inserts for density plots of the OAM density for (c) and (e) are given as inserts, (d) and (f), respectively.

Since the incoming optical field in Fig. 6.4.1 (b), consists of an equal weighting of \( l_{\text{inner}} = 3 \) and \( l_{\text{outer}} = -3 \) order Bessel beams, the OAM density represented as a density plot in the \( x - y \) plane consists of evenly-sized concentric rings of positive and negative OAM. Figure 6.4.3.(b), which contains the radial cross-sectional profile of the OAM density, also depicts this behaviour, as the OAM density oscillates evenly around a value of zero. In the next two cases, where \( l_{\text{inner}} = -3 \) (+3) is heavily weighted, the OAM is predominantly negative (positive) and is evident in Fig. 6.4.3 (d) ((f)). The cross-sectional profile of the OAM density exists predominantly in the negative (positive) quadrant of the graph, evident in Fig. 6.4.3 (c) ((e)).
The error analysis for these measurements first involved calculating a theoretical error band for the OAM density, by determining the minimum and maximum values when the inner and outer radii of the ring-slit in the match-filters were displaced by half the width of the ring-slit (i.e. 10 pixels). Since this error is miniscule, the error bands lie on top of one another and are not evident in the graphs. Displacing the ring-slit in the match-filter by half of its width, the experimental absolute x-error is 80 μm (10 pixels × 8μm). In experimentally measuring the on-axis intensity of the inner-product, we pin-pointed the errors to be dependent on three factors: (1) human error in reading the on-axis intensity of the inner-product on CCD$_2$; (2) the positioning of CCD$_2$ in the Fourier plane of L$_4$; and (3) an adjustment of the ring-slit (by half of its width) in the match-filter on LCD$_2$. For the first factor, a 10 pixel diameter aperture on the CCD camera was positioned around the on-axis intensity on CCD$_2$ and the percentage error for the total energy when the aperture was moved 7 pixels off of its centre, was determined and included into the experimental error for the OAM density. The second factor entailed measuring the percentage error for the on-axis intensity when CCD$_2$ was positioned 1 mm before and 1 mm after the Fourier plane of L$_4$. The last error measurement required the percentage error in the measured intensity, due to an increase or decrease (by half the width) of the radius of ring-slit on LCD$_2$, to be determined. All of these factors were included into all the measurements for the OAM density.

- **Optical field # 4 - non-symmetric superposition of two Bessel beams**

Figure 6.4.4 (a) contains the hologram, which consists of two ring-slits having azimuthal phases $l_{\text{inner}} = 3$ and $l_{\text{outer}} = -4$, used to generate the fourth optical field presented in Fig. 6.4.4 (b). The dimensions of the ring-slits are: $r_1 = 173$, $r_2 = 188$, $\Delta r_1$, $\Delta r_2 = 15$ (all given in pixels). The field obtained at the Fourier plane (Fig. 6.4.4 (b)) is in good agreement with the theoretically calculated field (Fig. 6.4.4 (c)) and consists of a petal structure, where the number of petals is given by $|l_{\text{inner}}| + |l_{\text{outer}}|$ (i.e. 7 petals). For this non-symmetric superposition, described mathematically by Eq. (6.2.20), the field has a global OAM of $-1\hbar (3\hbar + -4\hbar)$, resulting in the OAM density being mostly negative radially across the field, evident in both Figs 6.4.4 (d) and (e). Since the OAM density is not symmetric and consequently not uniform in all radial directions, the OAM density plotted in Fig. 6.4.4 (d) is not for a particular angular point, but instead an average over all angular points, given by Eq. (6.2.25).
The fifth field was generated by encoding LCD1 with the hologram presented in Fig. 6.4.5 (a). This hologram is divided into three ring-slits, having the following azimuthal phase variations:

\[ l_{\text{inner}} = -3, \quad l_{\text{middle}} = 2, \quad l_{\text{outer}} = 1, \]

thus producing a non-symmetric superposition of three Bessel beams in the Fourier plane. The dimensions of the ring-slits in Fig. 6.4.5 (a) are: \( r_1 = 170, \quad r_2 = 180, \quad r_3 = 190, \quad \Delta r_1, \Delta r_2, \Delta r_3 = 10 \) (all given in pixels). Although one cannot intuitively predict how the field will manifest in the Fourier plane, our experimental field (Fig. 6.4.5 (b)) is in very good agreement with the theoretically calculated field (Fig. 6.4.5 (c)). Here the global OAM is zero, as the three ring-slits are equally weighted and the azimuthal mode indices of each of the ring-slits sums to zero. Therefore the OAM density exists equally in both the negative and positive quadrants (evident in Fig. 6.4.5 (d)). Since the OAM density is not uniform in all radial directions of the optical field (evident in Fig. 6.4.5 (e)), the OAM density plotted in Fig. 6.4.5 (d) is an average over all angular points.
Fig. 6.4.5. (a) The hologram used to generate the experimental field given in (b) of which the theoretical field is represented in (c). A magnification of the ring-slit is given as an insert in (a). (d) The theoretical (blue curve) and experimentally measured (red points) OAM density. (e) A density plot of the OAM density. Red denotes negative OAM and blue denotes positive. Light to dark blue denotes an increase in positive OAM and light to dark red denotes an increase in negative OAM.

- **Optical field #6** - non-symmetric superposition of four Bessel beams

The ring-slits for that last hologram (Fig. 6.4.6 (a)) have the following azimuthal mode indices: $l_{\text{inner}} = -2$, $l_{\text{middle1}} = -1$, $l_{\text{middle2}} = 2$, $l_{\text{outer}} = 1$, and the physical dimensions (in pixels) are: $r_1 = 169$, $r_2 = 176$, $r_3 = 183$, $r_4 = 190$, $\Delta r_1$, $\Delta r_2$, $\Delta r_3$, $\Delta r_4 = 7$. Since the global OAM is also zero (as in the case above), the OAM density exists equally in both the negative and positive quadrants, evident in Figs 6.4.6 (d) and (e). As this is also a non-symmetric superposition, the OAM density is not uniform in all radial directions of the optical field (evident in Fig. 6.4.6 (e)) and so the OAM density plotted in Fig. 6.4.6 (d) is an average over all angular positions.
For each of the six optical fields, the on-axis intensity recorded at CCD$_2$ for each of the match-filters (varying in ring-slit radius and azimuthal order) was measured and implemented using Eqs (1.3.8) and (6.2.7). It is evident that in all our tests, there is very good agreement between the experimentally measured OAM density values and those calculated theoretically. By our extremely simple technique, we are able, for the first time, to make quantitative measurements of the OAM density, measured in units of the angular momentum per unit volume, $\text{Ns/m}^2$.

6.5. Conclusion

In this chapter we have derived experimental and theoretical expressions for the OAM density for both symmetric and non-symmetric superpositions of Bessel beams and tested the agreement [8, 9]. Our measurement technique can be used on any optical field carrying OAM. Even though the global OAM is zero, the OAM density can be made to oscillate from positive to negative by appropriately adjusting the widths of the ring-slits or the azimuthal orders within the ring-slits, making it an ideal tool in the field of optical trapping and tweezing. Previous studies to obtain the OAM density have involved the rotation of trapped particles, which is not only an indirect measurement, but also a very difficult experiment to execute. The technique we
present, requires only an SLM and a lens, and is therefore easy to implement. Measuring the OAM spectrum of fields has direct relevance in the optical control of flow in micro-fluidic devices and in constructing optically-driven micro-machines. Being able to determine the local OAM is important for imaging [21] and optical funnels [22].
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CHAPTER SEVEN

Conclusions and future study

7.1. Conclusions

In chapter one a literature review of optical OAM was given and it was shown that beams carrying a phase factor of $\exp(i\theta)$ possess a well-defined OAM. Definitions for some of the solutions to the Helmholtz wave equation, which are utilized in this thesis, such as Gaussian beams, LG beams and Bessel beams were also given.

Experimental techniques for generating or detecting fields carrying OAM were presented and discussed in the second chapter of this thesis. Two types of digital holograms were examined: the spiral and fork holograms, for the production and measurement of OAM. Other OAM tools discussed were spiral phase plates, which could be used to increase or decrease the OAM of a transmitted beam, and cylindrical lenses, which convert HG modes into LG modes. Another device which was used to sort odd and even OAM modes, for which we have developed a robust adaptation [1], is a Dove-prism embedded Mach-Zehnder interferometer [2]. Our interferometer has no degrees of freedom and correct functioning of the device was achieved with two mirrors external to the interferometer. Our device sorted twenty-one OAM states of light with a contrast higher than 85.3%.

In chapter three we extended the Dove prism embedded Mach-Zehnder interferometer to produce an optical system that acted as an amplitude damping channel for a two-level OAM system [3]. We tested the concept of our device using the vortex mode ($l = 1$) and a Gaussian mode and illustrated that it agrees well with the theoretical model. Such an optical system could be used to represent the dynamics of a quantum system that incurs the loss of energy.

The forth chapter contained two techniques which we developed for the generation of superimposed higher-order Bessel beams [4, 5]. In our first approach we illuminated a physical ring-slit aperture with a beam that has an azimuthally varying phase [4]. Later, we simplified our technique with a single hologram [5]. In both cases very good agreement between the
experimentally produced fields and the theoretical predictions was obtained. We also revealed the existence of higher-order vortices in the produced field by interfering it with a plane wave. The rotation rates of the produced superimposed Bessel beams could be controlled by varying the azimuthal order $|l|$ and the difference, $\Delta k$, between the two radial wave-vectors [5]. We were able to show very good agreement between the experimentally measured and theoretically predicted rotation rates, illustrating that these fields are an ideal tool for the controlled rotation of trapped particles. We also studied the near-field of the superimposed higher-order Bessel beams and showed that the ring-slit field, which exhibited no rotation in its intensity profile, transformed from an annular structure (embedded with singularities) to a petal structure [6].

Instead of encoding the phase within the ring-slit with an azimuthally varying phase with a random phase modulation, non-diffracting speckle fields were obtained. In chapter five we investigated the generation of non-diffracting speckle fields with a single ring-slit hologram and illustrated good agreement between our experimentally produced non-diffracting speckle fields and theoretical predictions. The phase modulation within the ring-slit hologram was described by either a binary or a continuous phase modulation for two different distributions, namely uniform and normal, and we examined the effect these distributions have on the structure of the speckle field [7]. By adjusting the standard deviation of the distribution one could control the evolution of the non-diffracting chaotic speckle into a non-diffracting zero-order Bessel beam. This allows one to ‘tailor-make’ a non-diffracting speckle field for specific optical functions, such as non-destructive testing of materials.

In chapter six we derived experimental and theoretical expressions for the OAM density for both symmetric and non-symmetric superpositions of Bessel beams and presented a simple measurement technique to obtain the OAM density [8, 9]. We tested our experimental technique on both symmetric and non-symmetric superpositions of Bessel beams and obtained very good agreement with our theoretical predictions. OAM density measurements are relevant in controlling the flow in micro-fluidic devices and in constructing optically-driven micro-machines.

7.2. Future study

Since our robust interferometer, presented at the end of chapter two, has proved to be very efficient at separating odd and even OAM modes, one could introduce such a device into a quantum entanglement setup for the detection of odd and even OAM states of photon pairs.
Currently OAM states in quantum entanglement experiments are detected with the fork hologram which produces a Gaussian beam in the desired diffraction order that is then coupled into a single mode fibre [10]. The fork hologram can be replaced with the robust ‘odd even OAM sorter’ so as to simultaneously detect odd and even OAM states as opposed to detecting one OAM state at a time. This device represents the OAM analogy to the polarizing beamsplitter and so this robust device can be incorporated into quantum optic experiments to perform similar tomography measurements on OAM states that are made with polarization (in the case that the OAM state-space is restricted to a two state-space: odd and even). One could also use this device to sort odd and even OAM states before they are further sorted into their individual ports by incorporating a technique which converts the OAM state of light to a specific lateral position [11]. Since the detection spots marking the different lateral positions slightly overlap [11], first separating the odd and even OAM states into separate ports will reduce the overlapping of the detection spots and allow for the detection of an increased OAM state-space.

With the amplitude damping channel that we discussed in chapter three, one could incorporate this device into a quantum entanglement setup so as to mimic a lossy environment for one of the entangled photon pairs. One could then predict analytically the entanglement decay in OAM states when one of the entangled photon pairs is passed through such a channel. Experimentally this will be achieved by introducing the OAM amplitude damping channel into one of the arms of a quantum entanglement system (where a photon in the one arm possesses an entangled photon in the other arm). The concurrence of the entanglement is measured before the OAM amplitude damping channel is introduced and then after the channel has been incorporated which will result in a quantitative comparison of the decoherence of entanglement due to interactions with a noisy environment.

Even though we investigated the dynamics from chaotic non-diffracting speckle to a structured non-diffracting zero-order Bessel beam by varying the standard deviation of different distributions describing the phase modulation, there are other structural attributes of the speckle field that still need to be investigate. Further investigations into how the geometry and the dimensions of the ring-slit have on the clustering (or snake-like patterns) of the speckles could be made.

Finally, with the experimental technique that we developed for the measurement of the OAM density of optical fields, presented in chapter six, a method to extract the entire OAM spectrum of an optical field (at a specific radial position) in a single measurement could be developed.
This could be achieved by combining the hologram used to represent the required match filter with the transforming element implemented in Ref. [11] so that not only can one extract the entire OAM spectrum by measuring the weightings (or intensities) present at the different lateral positions, but one can select the radial position within the optical field.

7.3. References

APPENDIX

A1: Procedure for Calibrating a Spatial Light Modulator

The purpose of performing the calibration is to verify that for your working wavelength a phase shift from 0 to $2\pi$ is achieved over all the 256 grey-levels. If the phase shift for the assigned grey-levels does not fall in the range from 0 to $2\pi$ then the voltages applied to the electrodes of the pixels need to be adjusted appropriately so as to achieve the correct phase modulation. So the first step in calibrating the SLM, for a particular wavelength, is to measure the phase modulation over the 256 grey-levels. This is achieved by interfering two beams which are reflected off of the SLM (where one of the beams undergoes a phase modulation over all 256 grey-levels) and so causes a shift in the interference pattern. The experimental setup to perform such a measurement can be represented as follows.

![Fig. A1.1. A schematic of the calibration experiment.](image)

An expanded laser beam is passed through a “double hole” mask. Each of the two beams is directed to the display of the SLM. The beams, reflected from the SLM, interfere in the focal plane of a lens and this interference pattern is enlarged and imaged onto a camera.
By considering the interference of two plane waves and introducing a phase shift in one of the 
waves, a shift in the position of the interference pattern is observed. The complex amplitudes of 
two identical plane waves can be written as follows:

\[ u_1 = \exp(i\phi_1) \]
\[ u_2 = \exp(i\phi_2) \] (A1.1)

In determining the intensity profile of the addition of these two fields the following term gives 
rise to the interference pattern.

\[ I = |u_1 + u_2|^2 = (\cos \phi_1)^2 \] (A1.2)

Introducing a phase shift in one of the beams, results in the following term describing the 
interference pattern:

\[ u_1 = \exp(i\phi_1) \]
\[ u_2 = \exp(i(\phi_1 + \delta)) \]
\[ I = |u_1 + u_2|^2 = (\cos \phi_1 + \cos(\phi_1 + \delta))^2 \] (A1.3)

By varying the phase of one of the beams, the position of the interference pattern shifts. It is this 
principle that is used to measure the phase shift over all 256 grey-levels.
1. Amplitude for two identical plane waves:

\[
\begin{align*}
    u_1 & \approx e^{i\phi_1} \\
    u_2 & \approx e^{i\phi_1} \\
    I & = |u_1 + u_2|^2 \approx (\cos(\phi_1))^2
\end{align*}
\]

2. Now introduce a phase shift in one of the beams:

\[
\begin{align*}
    u_1 & \approx e^{i\phi_1} \\
    u_2 & \approx e^{i(\phi_1 + \delta)} \\
    I & = |u_1 + u_2|^2 \approx (\cos(\phi_1) + \cos(\phi_1 + \delta))^2
\end{align*}
\]

Fig. A1.2. Summary on how a phase shift in one of the beams is directly proportional to a shift in the interference pattern.

In the experimental setup, where the two beams are reflected off of the SLM display, one half of the display is addressed with a constant grey-level while the other half is addressed with a grey-level varying from 0 to 255. As the grey-level of the one half of the screen changes so the interference pattern shifts and this shift in the interference pattern is directly proportional to the phase shift experience by the beam.

Fig. A1.3. Illustration of how a change in grey-level shifts the interference pattern.
After the one half of the screen has been addressed with all 256 grey-levels, the software that we use in the calibration of the SLM plots the 1D intensity profile of the interference pattern for each grey-level.

Fig. A1.4. A plot of the 1D intensity profile of the interference pattern for a particular grey-level.

The above plot consists of 256 rows each containing the 1D intensity profile of the interference pattern for that particular grey-level. The red dots mark the intensity minima of the interference pattern for each grey-level. From these measurement points the pixel position of the intensity minima can be plotted as a function of the grey-level to produce the following plot.

Fig. A1.5. A plot of the intensity minima pixel position as a function of the grey-level.

By comparing the red measurement points (in Fig. A1.4) and the plot of the pixel position as a function of the grey-level (Fig. A1.5) you will notice that the discontinuity in the measurement
points doesn’t appear. The program knows the period of the intensity minima, the pixel distance from minimum to minimum, and so adjusts the measurement points to remove the discontinuity in the plot. The reason that the range of the x-axis (in Fig. A1.5) varies from 0 to 1024 (and not 0 to 255) is due to the way in which the device is configured. The device needs to be programmed with 1024 values; so the first of every four values is the measured value.

The shift in the minima of the interference pattern is directly proportional to the phase modulation and the information below illustrates how the phase modulation is determined. The phase shift induced by a particular grey-level can be determined by performing the following calculation.

\[
\frac{\text{pixel # for grey-level X} - \text{starting pixel #}}{\frac{1}{2} \text{ period pixel distance}}
\]  

(A1.4.)

The difference between the pixel position for a particular grey-level and the pixel position for a grey-level of 0 (for no phase modulation) is determined and divided by half of the period. Below is an example of the calculated phase shift when calibrating the SLM.

![Measured Pixel-Shift](image)

Fig. A1.6. Example of calculating the phase shift.

By substituting in the appropriate values, it is calculated that a grey-level of 255 induces a phase shift of about \(2.8\pi\). This illustrates that for this particular wavelength the device is not correctly calibrated. The voltages which address the individual pixels, need to be adjusted appropriately so as to produce the required \(2\pi\) phase shift over all 256 grey-levels.
After the calibration has been performed and the voltages have been adjusted appropriately, repeating the previously described measurements should produce a $2\pi$ phase shift over all grey-levels.

Some general issues regarding the calibration procedure are listed below:

1. Since the calibration relies on measuring the phase shift in the interference pattern, a good interference pattern needs to be obtained so as to obtain accurate measurements. It is essential to check that the intensity distribution of the beam on the “2 hole mask” is uniform. In other words, check that equal intensity is passing through the two holes.
2. Make sure that the two spots are superimposed exactly on top of each other in the focal plane. Below is an image of a good, crisp interference pattern and an interference pattern where the two spots are not perfectly superimposed.

3. Another factor which could lead to incorrect measurements is if the two beams are not positioned on the SLM correctly, resulting in the one beam not experiencing the correct phase modulation.

4. When performing the calibration and recording the measurements, do this with the lights off. Any additional light sources (even light emitted from a computer screen) may affect your measurements.
A2: Showing that the operator $S_\theta$ is linear

The equation for $S_\theta$ is defined as

$$S_\theta = \frac{e_0 \omega^2 i}{4} (u \nabla u^* - u^* \nabla u), \quad (A2.1.)$$

where $u$ is the amplitude distribution of the optical field. $u^*$ can then be written in terms of $u$ as follows:

$$u + u^* = A_0 (J_l \exp(i\Delta k) \exp(i\ell \theta) + \alpha_0 J_{-l} \exp(-i\Delta k) \exp(-i\ell \theta)) + A_0 (J_l \exp(-i\Delta k) \exp(-i\ell \theta) + \alpha_0 J_{-l} \exp(i\Delta k) \exp(i\ell \theta))$$

$$u + u^* = (A_0 J_l + A_0 \alpha_0 J_{-l}) 2 \cos(\Delta k \ell + l \theta)$$

$$\to u^* = 2A_0 (J_l + \alpha_0 J_{-l}) \frac{\cos(\Delta k \ell + l \theta)}{\chi} - u,$$

where for convenience we have marked the terms not involving $u$ as $X$.

Substituting $u^*$ into Eq. A2.1, results in

$$S_\theta \propto u \nabla u^* - u^* \nabla u$$

$$\propto u \nabla (X - u) - (X - u) \nabla u$$

$$\propto u \nabla X - u \nabla u - X \nabla u + u \nabla u$$

$$\propto u \nabla X - X \nabla u.$$

This is a linear operator, i.e., $S_\theta(u_1 + u_2) = S_\theta(u_1) + S_\theta(u_2)$, and the linear momentum (in the azimuthal co-ordinate) from the Poynting vector for a sum of fields is equal to the sum of the linear momentum of each individual field.
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Abstract: We report the first experimental generation of the superposition of higher-order Bessel beams, by means of a spatial light modulator (SLM) and a ring slit aperture. We present illuminating a ring slit aperture with light which has an azimuthal phase dependence, such that the field produced is a superposition of two or more higher-order Bessel beams. The experimentally produced fields are in good agreement with those calculated theoretically. The significance of these fields is that even though one is able to generate fields which carry zero orbital angular momentum, a rotation in the field’s intensity profile as it propagates is observed.
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1. Introduction

There is an extensive body of literature on generating zero order and higher-order Bessel beams. Durin [1] first discovered a set of solutions for the free-space Helmholtz equation which are propagation-invariant and are mathematically described by Bessel functions. Even though it is not possible to experimentally generate an ideal Bessel beam, as it contains an infinite number of rings over an infinite area resulting in the beam carrying infinite energy, an approximation can be realized in the form of Bessel-Gauss beams that propagate diffraction-free over a finite distance [2-4].

Zero order Bessel beams possess a bright central maximum, while the higher-order have a dark central vortex, which propagates over an extended distance in a diffraction-free manner. Zero order Bessel beams can be generated by illuminating a ring slit aperture, placed in the back focal plane of a lens, with a plane wave [2]. Refractive optical elements, such as axicons [3,4,12] and diffractive optical elements such as computer generated holograms [5,6,9-11,13], have been used to generate both zero and higher-order Bessel beams. In particular it has been shown that it is possible to create superpositions of high-order Bessel beams by extending the results in ref. [4] to illuminate an axicon with a superposition of Laguerre-Gauss (LG) beams [14]. This overcomes the problem of creating a Bessel beam interferometer, but requires the creation of high order LG beams on demand in the laboratory.

In this paper we extend Durin's original experiment to create a ring slit aperture in the Fourier plane with multiple azimuthal phase components at varying radial distances, thereby producing a superposition of higher-order Bessel beams as the output. The concept is illustrated graphically in Fig. 1, where two separable azimuthal phase components, namely \( \exp(i\alpha) \) and \( \exp(-i\alpha) \), are combined to produce a superposition of an \( m^0 \) order and \( m^0 \) order Bessel beam.

\[ E(r, \phi, z) = a J_m(k, r) \exp\left[ i \left( k_z z + m\phi \right) \right]. \]

where \( J_m \) is the \( m^{th} \) order Bessel function, while \( k_z \) and \( k_r \) are the longitudinal and transverse wave numbers respectively, with \( k_z = k \sin \theta \), \( k_r = k \cos \theta \), and \( k = 2\pi/\lambda \); \( \lambda \) is the wavelength and \( \theta \) is the opening angle of the cone on which the waves traverse. It is seen from Eq. (4) that higher-order Bessel beams (\( |m| > 1 \)) have an azimuthal phase dependence, \( \exp(i\alpha) \), on the beam axis and hence have a nondiffracting dark core.
Consider the ideal case where an incident Gaussian beam is transformed to a ring field, with radius $R$ and width $2\Delta$ by a ring slit aperture. If the ring slit aperture is divided equally in the radial direction to yield two azimuthal phase components, denoted by azimuthal mode index $m$ and $n$ in the inner and outer rings respectively, then the resulting superposition is calculated from the Kirchoff–Huygens diffraction integral

$$A_{m,n}(r,\theta,z) = \frac{-i}{\lambda z} r^{m+n} e^{i(m+n)\pi} \int_{-\Delta}^{\Delta} \frac{k \Delta r}{f} \exp \left[-\frac{k \Delta r}{f} \cos(\theta - \phi)\right] r e^{i(m+n)\phi} \, dr \, d\phi,$$

(2)

with the transmission function of the ring slit aperture given by:

$$r(r,\phi) = \begin{cases} \exp(i\phi) & R \geq r \geq (R-\Delta) \\ \exp(i\phi) & R \leq r \leq (R+\Delta) \end{cases}$$

(3)

The total field may be decomposed into the contribution resulting from the inner ring (azimuthal mode index $m$) and the outer ring (azimuthal mode index $n$), given respectively as

$$A_{m}(r,\theta,z) = \frac{-i k_0}{f} \int_{-\Delta}^{\Delta} r^{m-1\phi} e^{i(m\phi)} \frac{k \Delta r}{f} \exp \left[-\frac{k \Delta r}{f} (1-\frac{k0}{f}) \right] e^{i(m\phi)} \, dr,$$

(4)

$$A_{n}(r,\theta,z) = \frac{-i k_0}{f} \int_{-\Delta}^{\Delta} r^{n-1\phi} e^{i(n\phi)} \frac{k \Delta r}{f} \exp \left[-\frac{k \Delta r}{f} (1-\frac{k0}{f}) \right] e^{i(n\phi)} \, dr,$$

(5)

so that the resulting field may be expressed as a superposition of the form:

$$A_{m,n}(r,\theta,z) = A_{m}(r,\theta,z) + A_{n}(r,\theta,z).$$

(6)

Specifically, the superposition of an $m^\text{th}$ order Bessel beam with its mirror image ($-m^\text{th}$ order Bessel beam), results in a spatial intensity pattern of $2m$ spots arranged on the circumference of a ring (with an angular offset depending on whether $m$ is even/odd):

$$A_{m,n}(r,\theta,z) = J_m(kr) \sin(m\phi) \exp(i\phi) \sin(\phi),$$

(7)

Such a field carries no orbital angular momentum (OAM), although we will show later that there is a rotation in the field structure when it is created with a two-component ring structure as described by Eq. (3).

3. Experimental methodology and results

Our experimental setup is shown in Fig. 2. A HeNe laser ($\lambda \sim 633$ nm) was expanded through a $15 \times$ telescope ($f_1 = 10$ mm, $f_2 = 150$ mm) before illuminating a suitable ring slit aperture ($R = 3$ mm and $2\Delta = 150$ mm). The resulting field was relay imaged to the plane of the liquid crystal display with a $0.75 \times$ telescope ($L_1 = 100$ mm, $L_2 = 75$ mm). The liquid crystal on silicon device used for imparting the azimuthal phase variation on the field was a spatial light modulator (SLM) (Holoeye, HED1081P) with 1920 x 1080 pixels of pitch 8 $\mu$m and calibrated for a 2$\pi$ phase shift at $633$ nm. The angle of incidence on the SLM was kept as low as possible, typically $< 10^\circ$ in the experiment. Larger angles would cause a phase error as a result of the increased path length in the liquid crystal medium. The Fourier transform field (after the $f_1 = 100$ mm lens) was magnified with a $10 \times$ objective and detected on a CCD camera (Spiricon, USB L130), both the objective and camera were positioned on a translation stage in order to investigate the propagation of the resulting field. An interferometer, denoted by the shaded box, was introduced in the experimental setup as needed to reveal the phase dislocations in the superposition fields [15].
Fig. 2. The experimental design for generating a superposition of two higher-order Bessel beams. The interferometer used to interfere the field produced at the Fourier plane with a plane wave is depicted in the shaded overlay. (M: mirror; BS: beam splitter; L: lens and D: diaphragm.) Note the distances and angles are not to scale.

In such a system alignment of the ring field and the phase pattern is of course important. Careful alignment using standard micrometer adjustable translation stages was done prior to the azimuthally varying patterns loaded onto the SLM. Thereafter the scaling of the image relative to the SLM was sufficient to maintain the alignment for the experiments to follow. Results of our superposition fields, as viewed in the far field, are shown in Fig. 2.

Fig. 3. The columns from left to right represent the phase patterns applied to the liquid crystal display of the SLM, the observed intensity distribution of the superposition, the theoretical predictions, and interference patterns of the superposition field and a plane wave, respectively. Data is shown for (a) $u_r$, (b) $u_r - u_0$, (c) $u_r$, (d) $A_{10}$, (e) $A_{00}$, and (f) $u_r - A_{10}$. The illuminated ring slit is shown as a shaded overlay on the phase pattern.

With no azimuthally varying phase (Fig. 3(a)) the resulting pattern (Fig. 3(b)) is the well known zeroth order Bessel beam, while with a single azimuthal component to the phase
(Fig. 3(g)) the corresponding higher-order Bessel beam is reproduced (Fig. 3(f)). The vortex nature of this field is confirmed in the interferogram of Fig. 3(h) where three dislocations are noted in the fork-like pattern. When more than one azimuthal component is introduced to the SLM, the resulting pattern becomes more complex. Nevertheless, in all cases the theoretical prediction is in excellent agreement with that measured experimentally, as is easily noted by comparison of columns two and three in Fig. 3 for any given row. As noted earlier in the theory section, when the orders of the two azimuthal phases are equal but opposite in sign, a fork-like pattern is produced. This is evident in Figs. 3(i) and 3(k) for both the measured and calculated fields respectively. Note also that the phase patterns used for a given azimuthal component are not required to extend to the origin. Due to the azimuthally varying phase which is imparted to the angular spectrum of the ring field, the resulting fields possess vortices which can be investigated by interference with the Gaussian source [15]. Since the beam size of the Gaussian beam is large in comparison to the Bessel field in the Fourier plane, the wavefront of the Gaussian field can be assumed to be flat, similar to a plane wave. The interference patterns obtained contain two overlapping forks, illustrating the presence of two higher-order Bessel fields. The number of dislocations or spaces between the 'fork-prongs' conveys the order of the Bessel fields involved in the superposition. The direction of the 'fork-prongs' illustrates that the two higher-order Bessel fields are of opposite handedness.

While we have demonstrated the concept here with the superposition of two Bessel fields, it is possible in principle to extend this to any number of azimuthal components. Figure 4 shows a three-component superposition, with azimuthal mode indices (outer to inner radii) of -2, 0 and 3 respectively. As expected, the theoretical predictions are in excellent agreement with experiment. However, superpositions of more than three higher-order Bessel beams were not attempted due to the restricting dimensions of the ring slit aperture and the resolution of our SLM.

![Fig. 4. (a) Phase pattern applied to the liquid crystal display. The shaded overlay denotes the section of the phase pattern which is illuminated by the ring field. (b) The experimental cross-section of the field produced at the Fourier plane. (c) It is in good agreement with the calculated field.](image)

Apart from investigating the field produced at the Fourier plane, the propagation of these fields was also considered. Experimental images of the intensity profile of the produced field were captured along its propagation. A schematic of this is illustrated in Fig. 5. In studying these images, some of which are presented as video clips in Fig. 6, it is evident that the intensity profile containing the highest amount of energy occurs half way along the field's propagation. For our experimental setup this occurs at approximately 205 mm after 1.5. This is in close agreement with the theoretical prediction that the intensity profile containing the highest amount of energy occurs at the focal length of the Fourier transforming lens ($f_z = 300$ mm).
In the video clips in Fig. 6 one also notes a rotation of the field as it propagates. This is a surprising phenomenon as it both cases an $m^n$ order Bessel beam is superimposed with an $-m^n$ order Bessel beam, resulting in the field carrying no orbital angular momentum (as seen from Eq. (7)). However, one witnesses a rotation in the cross-section intensity distribution of the beam.

In generating a superposition of two higher-order Bessel fields using our set-up, the ring slit aperture is divided equally in the radial direction to yield two ring slits. The Bessel field produced by each ring slit propagates with slightly differing wave vectors, and hence the superposition field is made up of modes with differing phase velocities. In such a situation one would expect the interference pattern of the modes to change during propagation. To see that this interference leads to a rotation of the field, consider the following superposition:

$$A_{n,m}(r, \phi, z) = J_{m}(k_{1,1}r) \exp(i(k_{1,1}z + m\phi)) + J_{m}(k_{2,2}r) \exp(i(k_{2,2}z - m\phi))$$  \hspace{1cm} (8)

where the wavevectors differ by an amount $\Delta k = k_{2,2} - k_{1,1}$. The expression in Eq. (8) may be written in the form:

$$A_{n,m}(r, \phi, z) \approx J_{m}(k_{1,1}r) \exp(i(k_{1,1}z + m\phi)(1 + \exp(i(\Delta k z - 2m\phi)))),$$  \hspace{1cm} (9)

from which we note that the intensity of the superposition is given by the following proportionality:

$$I_{n,m}(r, \phi, z) \approx J_{m}^2(k_{1,1}r)(1 + \cos(\Delta k z - 2m\phi)).$$  \hspace{1cm} (10)
Such a field experiences a rotation of its intensity pattern during propagation at a constant angular velocity, and at a rate along the propagation axis given by:

\[
\frac{d\phi}{dz} = \frac{nk}{2m}
\]  

(11)

Figure 7 shows animations of rotating fields based on Eq. (10). The experimental observation of the rotation of the field, despite the absence of any OAM in the final field, is in agreement with that predicted theoretically [15].

Fig. 7 Video clips containing theoretically calculated images for the rotation of fields (left): \(A_{2\lambda_r}(t=0)\) and right: \(A_{2\lambda_r}(t=0)\).

By analyzing the experimental images recorded after the Fourier transforming lens, we can deduce the experimental propagation distance of the produced fields: 330 mm, 360 mm and 370 mm for the fields \(A_{2\lambda_r}\), \(A_{4\lambda_r}\), and \(A_{6\lambda_r}\), respectively. This is found to be in very good agreement with theory (~375 mm). The non-diffracting nature of the superposition fields can be understood from the fact that they are derived from the annular structure of the ring aperture with the azimuthal phase only an additional degree of freedom. We report new results that changing the dimensions of the ring slit aperture, as well as the focal length of the Fourier transforming lens, results in fields of differing non-diffracting propagation distances, as one might reasonably expect.

4. Conclusion

We have presented a technique to experimentally realize the superposition of higher-order Bessel beams, and demonstrated the superposition of both two and three higher-order Bessel beams, with the measured results in good agreement with the calculated fields. The propagation of these superposition fields was investigated, illustrating that these fields are propagation-invariant in accordance with prediction. The wavefront dislocations present in the higher-order Bessel beams were revealed by interferometric means, confirming the existence of higher-order vortices. These fields may aid the understanding of resonant transverse modes observed in certain laser resonators [17], and in optical trapping and tweezing for the control of micro-sized particles. In particular, in the case of generating a superposition of two higher-order Bessel beams which possess equal orders of azimuthal phase but of differing signs, the produced field carries no orbital angular momentum. Despite this, these beams are likely to be able to trap a particle in their intensity distribution and cause it to rotate over a spiral path along the beam’s optical axis.

Finally, we would like to point out that the approach outlined here has not been optimized for energy transmission; the loss through the ring slit aperture is very high as may be expected. If this approach is to be followed in an application, then it would require a minor adjustment in set-up, for example, replacing the ring slit with a double asicon system to create the initial ring field.
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13. K. Zwanenburg and S. M. Barnett, "Quasitransient and its evolution from an excited state to an environment (1). Under the action of an amplitude damping channel, the ground state, \( |0\rangle \), is left invariant, but the excited state, \( |1\rangle \), will either remain invariant or it will decay to the ground state, by losing a quantum of energy to the environment. The probability that the excited state remains unchanged or that it decays to the ground state is given by \( 1 - p \) and \( p \), respectively, illustrating that the amplitude of the
excited state has been “damped.” This quantum operation is a fundamental tool in classifying the behaviour of many quantum systems that incur the loss of energy, from describing the evolution of an atom that spontaneously emits a photon to how the state of a photon evolves in an optical system due to scattering and attenuation. The amplitude damping channel is an elementary quantum operation which is used to model quantum noise in understanding the dynamics of open quantum systems [1].

For the case of a two-level system, the state change under the action of amplitude damping is defined by the following transformation

\[ |\psi\rangle\psi\rangle - \mathcal{M}_d |\psi\rangle\psi\rangle \mathcal{M}_d^\dagger + \mathcal{M}_i |\psi\rangle\psi\rangle \mathcal{M}_i^\dagger, \]

where \( \mathcal{M}_d \) and \( \mathcal{M}_i \) are the Kraus operators defined as

\[ \mathcal{M}_d = \begin{pmatrix} 1 & 0 \\ 0 & \frac{1}{\sqrt{1+F}} \end{pmatrix} \]

and

\[ \mathcal{M}_i = \begin{pmatrix} 1 & 0 \\ 0 & \frac{1}{\sqrt{F}} \end{pmatrix}. \]

The initial state of the two-level system is written as

\[ |\psi\rangle = a |0\rangle + b |1\rangle, \]

where \(|0\rangle\) and \(|1\rangle\) represent the ground state and excited state of the system, respectively and \(a\) and \(b\) denote complex amplitudes with \(|a|^2 + |b|^2 = 1\).

By making use of the Kraus operators, \( \mathcal{M}_d \) and \( \mathcal{M}_i \), and coupling the system appropriately to an environment with two orthogonal states \(|\mathcal{E} = 0\rangle_e \) and \(|\mathcal{E} = 1\rangle_e \), the unitary evolution operator, \( U_{\text{env}} \), of the system, \( S \), and the environment, \( \mathcal{E} \), produces the following transformations

\[ |0\rangle_e \rightarrow |\mathcal{E} = 0\rangle_e \rightarrow \frac{|0\rangle}{\sqrt{1+F}} + \sqrt{F} |1\rangle_e, \]

\[ |1\rangle_e \rightarrow |\mathcal{E} = 1\rangle_e \rightarrow \frac{|1\rangle}{\sqrt{F}} + \frac{1}{\sqrt{1+F}} |0\rangle_e. \]

where \( \mathcal{E} \) represents an environment observable, such as a path along which a photon propagates.

Equation (5) illustrates that the ground state of the system remains invariant and an excitation of the system is not absorbed by the environment and consequently the environment too remains in the ground state. In the transformation given in Eq (6), an excitation of the system transforms into an excitation shared in a superposition between the system and the environment. The excitation of the system either decays to the ground state or it remains as an excitation with probabilities \( F \) and \( 1-F \), respectively, resulting in the environment either acquiring an excitation or remaining in the ground state with probabilities \( F \) and \( 1-F \), respectively.

Combining Eqs. (1), (5) and (6) and adapting them for the case of a two-level OAM system, the overall transformation for such a channel is described as

\[ a|\mathcal{l} = 0\rangle + b|\mathcal{l} = 1\rangle \rightarrow \alpha|\mathcal{l} = 0\rangle + \beta\left( \sqrt{1-F} |\mathcal{l} + 1\rangle + \sqrt{F} |\mathcal{l} - 1\rangle \right), \]

where \( |\mathcal{l} = 0\rangle \) and \( |\mathcal{l} = 1\rangle \) are state vectors representing a single photon in the LG_0 mode (ground state) and LG_1 mode (excited state), respectively, and the upper indices \( A \) and \( B \) refer to the two
states of the environment, the ground and excited states, respectively. Laser it will be illustrated that the two environments are represented as two optical paths. Discarding the environment leaves the system in a statistical mixture of being excited with probability $p$ or de-excited with probability $1-p$, which is the characteristic trait of amplitude damping.

It is now well known that the Laguerre-Gaussian ($L_{n}^{m}$) laser modes carry OAM of $\hbar m$ per photon [2,3]. Since the OAM is determined only by the azimuthal phase dependence, $\exp(i m \varphi)$, of these modes, we neglect the radial index $p$ for the rest of the paper. The generation of LG beams (a variety of which are depicted in Fig. 1(a) - 1(d)) has advanced from cylindrical lens mode converters [2] to spiral phase plates (SPP) [4] and the most frequently used ‘fork’ holograms [5]. Recently these ‘fork’ holograms have been realized with the use of spatial light modulators (SLM) [6]. Since the discovery of light beams carrying OAM many new research areas have emerged in the field of optical angular momentum, from transferring OAM to matter in optical tweezers [7] to investigating the conservation and entanglement of OAM in parametric down conversion [8]. In investigating the dynamics of entangled OAM states one requires components that manipulate and measure OAM states. The ‘fork’ holograms that can be used to generate OAM in the various diffraction orders [2] were also used by Marr et al. to sort and relate OAM states [8].

But how to implement amplitude damping for the OAM states of light? Recently it has been shown that LG beams of odd and even orders of $m$ could be sorted in a Mach-Zehnder interferometer incorporating Dove prisms in each arm [9]. In this paper we show that by adapting this device it may be used for a new application: an amplitude damping channel for the azimuthal modes of LG beams.

Due to the fact that photons with OAM represent multiple-level systems, storing and processing information in OAM states of photons promise high storage and parallel computation capacity per photon. However, many tasks in quantum information processing depend upon entanglement, resulting in the need to investigate the evolution of entanglement due to interactions with an environment [10]. For example, examining how the entanglement of OAM states decays over a turbulent medium has already been pursued [11], but there is value in outlining how to associate “text-books” quantum channels for the OAM states of light, in part due to the ability to analytically calculate the expected concurrence of the system after the channel. Recently a controlled-not gate [12] has been realized through the use of suitable optical elements, and here we show for the first time how an amplitude damping channel may be implement, using known optical systems.

2. Concept of the channel

The diagrammatic setup for the amplitude damping channel for LG modes, which is depicted in Fig. 1(e), is based on a Mach-Zehnder interferometer with a Dove prism in each arm. Such an optical system has already been shown to be useful for the sorting of modes [9] as well as determining the intrinsic versus extrinsic nature of OAM in arbitrary beams [13]. Here we outline how this versatile device may also be used for a new application (amplitude damping) as yet unsuspected in the literature. For the benefit of the reader, we outline the principle of the device and highlight in use as an amplitude damping channel.
A Mach-Zehnder interferometer can be aligned appropriately so that constructive interference will occur in either output paths $A$ or $B$, where $A$ and $B$ represent the two states of the environment, the ground and excited states, respectively. By placing a Dove prism, which flips the transverse cross section of a transmitted beam [14], in each arm of the interferometer, a relative phase shift between the two arms is introduced. More specifically, this relative phase shift, $\Delta \phi$, is proportional to both the helicity, $i$, of the incoming LG$_i$ beam and the relative angle, $\theta$, between the two Dove prisms: $\Delta \phi = 2i \theta$. In varying the relative angle, $\theta$, between the two Dove prisms, the LG$_i$ beam will either exit solely in path $A$ or path $B$ or in a weighted superposition of both paths $A$ and $B$. One is able to control how much of the initial LG$_i$ mode will exit into the two environments, $A$ (the ground state of the environment) and $B$ (the excited state of the environment). A phase mask, which decreases the azimuthal mode index by 1, is placed in path $B$ resulting in the 'excited' LG$_{i-1}$ mode decaying to an 'unexcited' LG$_i$ mode, thus performing the action of amplitude damping.

In following the LG$_i$ mode through arms $A1$ and $A2$ of the interferometer to output path $A$, the additional phase picked up by the beam from each of the components is given by

$$\phi_{A,A2} = \pi + \pi + \frac{2\pi}{i}\frac{d_i}{\lambda}$$

and

$$\phi_{A,A1} = \frac{2\pi}{\lambda}\frac{i}{i} + \pi + \frac{2\pi}{i}\frac{d_i}{\lambda}$$

respectively. $d_1$ and $d_2$ are the path lengths of the two arms, $A1$ and $A2$, respectively and $i$ is the optical path length of the beam-splitter. The phase difference in output path $A$ is consequently given by

$$\Delta \phi_A = 2i \theta,$$

since the interferometer is constructed such that the path lengths of the two arms are equal.

Similarly, it can be shown that the phase difference in output path $B$ is

$$\Delta \phi_B = \pi + 2i \theta,$$

where $i$ is the helicity of the LG$_i$ mode.
where the additional phase shift of $\pi$ is due to the reflection in the first beam-splitter. The amplitude of the field for a LG$_0$ mode emerging after the second beam-splitter in path $A$ and path $B$ is described as

$$U^A = U_0 \left(e^{i\phi} + e^{i\phi}\right) - U_0 e^{i\phi} e^{i\Omega} \cos \theta$$  \hspace{1cm} (12)$$

and

$$U^B = U_0 \left(e^{i\phi} - e^{i\phi}\right) - U_0 e^{i\phi} e^{i\Omega} \sin \theta,$$  \hspace{1cm} (13)$$

respectively. $U$ denotes the amplitude of the field and the negative sign in Eq. (13) for the field emerging in path $B$ from arm $\Omega$ is due to an additional phase shift of $\pi$, evident in Eq. (11).

In the case of propagating a LG$_0$ mode through the interferometer there is a non-vanishing relative phase difference ($\Delta \phi = 2\phi$) between the two arms of the interferometer, leading to partially constructive and destructive interference of the LG$_0$ mode in both paths $A$ and $B$

$$|l = 0\rangle^A \rightarrow \cos \theta |l = 0\rangle^A + \sin \theta |l = 1\rangle^A,$$  \hspace{1cm} (14)$$

As we are only interested in the intensity of the field, as this gives the probability of the single photon state, we have neglected the phase components and will do so for the rest of the paper. The intensity of the LG$_0$ mode exiting in the two paths, $A$ and $B$, is proportional to $\cos^2 \theta$ and $\sin^2 \theta$, respectively, and consequently the probabilities of the LG$_0$ mode exiting in the two paths follow the same trend. The incoming LG$_0$ mode exists in a superposition of paths $A$ and $B$ with probabilities $\cos^2 \theta$ and $\sin^2 \theta$, respectively and a phase mask, in path $B$, decreases the azimuthal mode index, $l$, by $1$, converting the 'exited' LG$_0$ mode to an 'unexcited' Gaussian mode

$$|l = 0\rangle^B \rightarrow \cos \theta |l = 0\rangle^B + \sin \theta |l = 0\rangle^B.$$ \hspace{1cm} (15)$$

When a LG$_0$ mode enters the device there is no azimuthal phase dependence in such a mode, the field is unaffected by the Dove prism and no phase difference occurs between the two arms, the result is that the Gaussian mode exists in path $A$. The transformation of the Gaussian mode through the interferometer is denoted as

$$|l = 0\rangle^A \rightarrow |l = 0\rangle^A.$$  \hspace{1cm} (16)$$

Combining Eqs. (15) and (16), the general equation for the amplitude damping of OAM, given in Eq. (7), is obtained, where $\sqrt{1 - \cos \theta} = \rho \cos \theta$ and $\sqrt{1 - \sin \theta} = \rho \sin \theta$.

$$a|l = 0\rangle^A + \rho |l = 0\rangle^B \rightarrow a|l = 0\rangle^A + \rho (\cos \theta |l = 0\rangle^A + \sin \theta |l = 0\rangle^B).$$  \hspace{1cm} (17)$$

From the definition of amplitude damping which states that the ground state will remain invariant while the excited state decays to the ground state with a probability $\rho$, it is sufficient to experimentally investigate each case individually in order to verify the action of our amplitude damping channel.

3. Experimental methodology and results

A HoloEye Q2 480 nm was directed onto a phase-only SLM (HoloEye PLUTO VIS SLM with 1020 x 1020 pixels of pitch 8 $\mu$m and calibrated for a $\lambda = 532$ $\mu$m). The mode of the field was prepared before it entered the channel by programming an appropriate phase patterns. The two exiting paths of the interferometer were monitored for various angles, $\theta$, between the two Dove prisms using a CCD camera (Spiricon LW130).
To confirm the correct operation of the interferometer, we first repeated the sorting experiment of Ref. [9]. When the relative angle between the Dove prisms was set to \( \theta = \pi/2 \), the interferometer sorted the incoming field into even \( \text{LG}_0 \) modes (path A) and odd \( \text{LG}_0 \) modes (path B). We can confirm this result for incoming \( \text{LG}_0 \) modes having indices \( l = 0 \) to 4, as shown in Fig. 2(a). In the special case that \( l = 0 \) (Gaussian mode) the interferometer only produces an output in path A (Fig. 2(b)). This experiment is instructive when considering the errors in the system due to imperfect alignment and environmental fluctuations. The output in the data set of Fig. 2(b) for path A (where we should expect 100% transmission) is given as \( 0.88 \pm 0.05 \) and \( 0.15 \pm 0.08 \), respectively. In performing the measurements depicted in Fig. 3, for each occurrence for which the Dove prism was rotated, constructive and destructive interference was first achieved in paths A and B, respectively, for the case of an incoming Gaussian beam. This ensured that the interferometer was correctly aligned before the \( \text{LG}_0 \) mode entered the channel.

![Diagram](image)

**Fig. 2.** (a) The interferometer sorting various \( \text{LG}_0 \) modes. The even \( \text{LG}_0 \) modes \((l = 0, 2, 4, \ldots)\) exit in path A and the odd \( \text{LG}_0 \) modes exit in path B as expected [9]. (b) Plot of the power of the beams in path A (light blue points) and path B (light green points) for various values of \( \theta \). The dark blue line (dark green line) is the mean of all the measured powers in path A (path B).

To test the amplitude damping channel concept, the incoming mode was set to \( \text{LG}_0 \), and the angle between the two Dove prisms varied from 0° through to 360°. The results are shown graphically in Fig. 3. In Fig. 3(a) it is evident that when the relative angle between the two Dove prisms is an even multiple of 90°, maximum transmission of the \( \text{LG}_0 \) mode occurs, which is in agreement with the “\( \text{LG}_0 \) sorting” nature of this device. At an angle of an even multiple of 90°, the recurrence occurs in path B (shown in Fig. 3(b)), where minimum transmission of the \( \text{LG}_0 \) mode occurs. When the relative angle between the two Dove prisms is an odd multiple of 90°, maximum transmission of the \( \text{LG}_0 \) mode occurs in path A and maximum transmission in path B. For angles varying between 0° and 90° (and multiples of these angles) the \( \text{LG}_0 \) mode exits in both paths A and B. As the angle increases from 0° to 90° the transmission of the \( \text{LG}_0 \) mode in path A decreases, but consequently increases in path B.

In our theoretical model, the probability that the \( \text{LG}_0 \) mode exits in paths A and B is given by \( \cos^2 \theta \) and \( \sin^2 \theta \), respectively (depicted in Eq. (17)) and it is evident from Figs. 3(a) and 3(b) that our measured data are in very good agreement with the predicted model. The errors given...
in the measurement in Fig. 3 are the standard deviations of the measurements in Fig. 2(b), for paths A (0.05) and B (0.08).

![Graphs showing power of the beam for different angles and paths](image)

Fig. 3. Plot of the power of the beam in path A (orange points) and path B (purple points) for various values of θ. The measured results follow the theoretical curves: \( P_{A}\) (black curve) and \( P_{B}\) (red curve).

### 4. Conclusion

We have outlined how the concept of "amplitude damping" in quantum systems may be implemented for the OAM states of light using a standard optical system comprising an interferometer with Dove prisms in both arms, and have verified this experimentally using the LG\(_0\) and LG\(_1\) laser modes. We have shown excellent agreement between theory and experiment, and believe this is the first time such a concept has been outlined in the literature. With this idea, one is able to mimic the well-known quantum operation where an excitation (or in this case OAM) is lost to the environment, a key testing bed for the interaction of entangled states with an environment. The advantage of this particular concept – amplitude damping – is that the entanglement decay can be predicted analytically, while the concurrence of the entanglement may easily be measured both before and after the channel with standard state tomography techniques, thus allowing for a quantitative comparison of theory and experiment in the decoherence of entanglement due to interactions with a noisy environment.
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Abstract. We have developed an interferometer requiring only minimal angular alignment for the routing of beams carrying orbital angular momentum. The Mach–Zehnder interferometer contains a Dove prism in each arm where each has a mirror plane around which the transverse phase profile is inverted. One consequence of the inversions is that the interferometer needs no alignment. Instead the interferometer defines a unique axis about which the input beam must be coupled. Experimental results are presented for the fringe contrast, reaching a maximum value of 93.7 ± 1%.

The orbital angular momentum (OAM) carried by light is an extremely useful optical characteristic, with applications in many areas of optics. It was Allen et al who recognized that a helically phased light beam with a phase cross section of $\exp(\ell \phi)$ carries an OAM of $\ell h$ per photon [1, 2]. An example is Laguerre-Gaussian (LG) beams which have a helical phase structure. The integer $\ell$ is unbounded, giving a large state space in which to encode information [3–5].

The use of diffractive elements containing an $\ell$-fold fork dislocation has become commonplace for the generation of helically-phased beams [6, 7]. The fork diffraction grating, when illuminated with a Gaussian beam, for example from a single-mode fibre, produces the helical mode in the first diffraction order. This grating can also be used in reverse to couple light with a helical phase into a single-mode fibre [8]. Sequentially changing the dislocation in the fork allows a range of $\ell$ values to be measured, but checking for $N$ states requires at least $N$ photons [8]. Recently it has been shown that two diffractive optical elements can...
Figure 1. (a) Schematic of the robust odd–even OAM router (M, mirror; BS, beam-splitter; RP, right-angled prism; IP, inverting prism; PL, piezoelectric; A, output port A; B, output port B and PD, photo-diode). (b) and (c) illustrate the effect of the prisms on their own. It can be seen that the beams behind the two prisms are rotated by 180° with respect to each other. An inverting prism, like a Dove prism, has a mirror plane, indicated in green, around which any transmitted beam is flipped.

be used to transform OAM states into transverse momentum states. A lens can then separate the resulting states into a specified lateral position, allowing for the efficient measurement of multiple states simultaneously [9, 16]. In both of the above systems, however, the nature of a mode transformation means that the OAM of the light is changed during the measurement process.

A method to route OAM at the single-photon level was outlined by Leach et al. It is based on a Mach–Zehnder interferometer with a Dove prism in each arm [11]. When the two Dove prisms are orientated with respect to each other by an angle of θ, there is a relative phase difference between the two arms in the interferometer of Δψ = 2θ (figure 1(a)). In the specific case of θ = 90°, constructive interference will occur at one of the two output ports for all even ℓ-valued states and for odd ℓ-valued states in the other output port. In principle, this routing can be achieved with 100% efficiency and with no loss of the input beam's helical phase structure. Simultaneously maintaining the alignment of many such interferometers has proved technically challenging.

Preserving the structure of the input beam is important for many experiments, for example to demonstrate amplitude damping of Laguerre-Gaussian laser modes [12] and in the

New Journal of Physics 13 (2011) 063014 (http://www.njp.org/)
development of a linear optical CNOT gate for OAM [13, 14]. In each of these experiments, interferometers similar to that outlined by Leach et al were used. Attempting to make this interferometric technique more robust, Stussart et al reconfigured the Mach–Zehnder interferometer as a Sagnac interferometer [15]. This approach reduces the number of degrees of freedom within the interferometer, but requires additional polarization optics.

In this paper we present a compact, robust interferometer, removing many of the previously required degrees of freedom. The technique outlined by Leach et al requires that the beams transmitted through the two Dove prisms are co-linear at the output of the interferometer (AS2 in figure 1(a)). This alignment was previously achieved by the accurate positioning of the Dove prisms, mirrors and beam splitters with the interferometer [11, 12, 14]. A Dove prism has a mirror plane, around which the transverse cross section of any transmitted beam is inverted (figure 1(b)). Considering these mirror planes, a different approach to alignment can be taken. The intersection of the mirror plane in each Dove prism defines the path an input beam is required to take for the two beams to be co-linear at the output ports. Hence, by controlling the direction of the input beam, the interferometer can be aligned without precise alignment of any of the constituent components. The requirement is that the whole beam is always contained within the aperture of the prisms. An additional fine control for the path length is required such that the integer $\ell$ states completely constructively, or destructively, interfere at the output ports of the interferometer.

In our approach we use specially manufactured inverting prisms, previously discussed by Leach et al [16]. The beam enters and exits each inverting prism at an optical face perpendicular to the optical axis. This allows for the introduction of right-angled prisms, as opposed to mirrors, meaning all optical surfaces can be bonded into a single, robust unit, shown in figure 2.

We demonstrate the case of $\alpha = 90^\circ$, for the routing of states with even and odd $\ell$ values. The intersection of the mirror planes of the prisms IP$_1$ and IP$_2$ (see figures 1(b) and (c)) was found through the use of external coupling mirrors, $M_1$ and $M_2$ in figure 1(a).

In our experimental implementation of the compact interferometer, we use a linearly polarized Gaussian beam with a complex phase profile $\exp(\pm i\phi)$ as our basis set of OAM. These modes were prepared by expanding a HeNe laser beam to illuminate an $\ell$-fold fork diffraction grating, encoded with only phase information on a spatial light modulator (SLM)
Figure 3. The interferometer routing odd and even helically-phased light beams into ports A and B, respectively. For demonstration purposes we also encode intensity information to the hologram pattern to generate the LG modes shown above.

as this gives a high diffraction efficiency over all exp(iℓφ) modes. To allow the precise control of constructive and destructive interference in the interferometer, the second right-angled prism, RP2, was attached to a piezoelectric mount, giving fine control over the path difference within the interferometer. When the input mode is correctly aligned, the routing of odd and even ℓ-valued LG modes into the output ports A and B, respectively, is achieved. Experimental results are shown in figures 3 and 4. The large number of degrees of freedom previously required has been reduced to five degrees of freedom, position (x, y) and tilt (α, β) of the input beam, and a small adjustment of the path length difference in the interferometer.

To test the performance of the interferometer in separating odd and even ℓ-valued exp(iℓφ) modes, the intensity of the interference pattern in one of the output ports was monitored with a photodiode, while the path length of the interferometer was oscillated back and forth between constructive and destructive interference by driving the piezoelectric stage. The ability of the router to separate the input modes can be characterized by the fringe contrast [17]. The contrast is defined as (vmax − vmin)/(vmax + vmin), where vmax and vmin are the measured maximum and minimum voltages from the photodiode.

In our assessment of the performance of our interferometer we recognize that a potential limitation is imposed by the purity with which exp(iℓφ) modes can be produced by the SLM and associated optics. SLMs are themselves a source of aberration in the optical system since their flatness is typically specified at one or two optical wavelengths. In this experiment we use the central region of an optically-addressed SLM, which is typically flatter than the alternative technology, normally liquid crystal on silicon. Despite using the flattest of our SLMs and careful alignment of the associated optics it is likely that residual aberrations will lead to a degradation in the performance of the interferometer, especially at high values of ℓ.

To investigate the effect of aberrations we scan the input modes over the range of $\ell = \pm 40$ for various degrees of additional astigmatism and trefoil aberrations which we encode on the SLM. For no additional aberrations, we observe that for low values of $\ell$ the contrast is in the region of 90%, falling to around 75% at $\ell = \pm 40$ (see figure 4). At these higher values of $\ell$ we note that trefoil aberration (figure 4(c)) has significantly more impact on the contrast than astigmatism (figure 4(b)). When an aberration is added to a beam carrying OAM, the beam is no longer a single $\ell$ valued mode and is instead a superposition of different $\ell$ valued modes, centred about the original value. As astigmatism is two-fold rotationally symmetric, the result in a superposition containing further modes with $\Delta \ell = \pm 2$, resulting in no observable degradation of the contrast obtained from the even/odd separation (see figure 4(b)). In comparison, trefoil aberrations are three-fold rotationally symmetric, resulting in superposition containing further modes with $\Delta \ell = \pm 3$, and hence causing a noticeable degradation in the contrast of the even/odd separation.

In summary, we have developed a robust odd-even OAM router with a reduction in the number of degrees of freedom to simply that of the input light beam. A change in the orientation angle $\alpha$ allows the routing of beams with different $\ell$ values into the two output ports [11]. Cascading multiple interferometers, with coupling mirrors between each stage, would allow the
routing of a beam into one of many output ports where each corresponds to a different \( \ell \) value of the input beam [11]. The routing of an OAM beam with the preservation of the helical structure is useful for data processes and transfer, as multiple gates can be used sequentially to carry out more complex operations on a input beam.
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Controlling the evolution of nondiffracting speckle by complex amplitude modulation on a phase-only spatial light modulator

Angela Dudley, Rusian Vasilev, Vladimir Belyi, Nikolai Khilo, Piotr Ropot, Andrew Forbes

1. Introduction

Nondiffracting fields have interested researchers due to the fact that their intensity profile remains unchanged during propagation. Since Durbin [1] first discovered a set of solutions for the free-space Helmholtz equation, which are propagating-invariant and are mathematically described by Bessel functions, there has been extensive research into nondiffracting fields. These nondiffracting Bessel beams, both zero- and higher-order, can be generated with the use of computer-generated holograms [2-4] and axicons [5-7]. Later, these computer-generated holograms were easily reproduced with the use of spatial light modulators (SLMs) [8]. Zero-order Bessel beams have achieved much interest due to their ability to reconstruct, after an obstacle [9,10] and their long nondiffracting propagation region offered in the form of z-dependent Bessel-like beams [11]. A superposition of higher-order Bessel beams has also been achieved by illuminating an axicon with a superposition of Laguerre-Gaussian beams [12] or by illuminating a ring field onto two separable annular phase variations on a SLM [13]. Propagation of in-variant spot arrays [14], as well as arbitrary arrays of nondiffracting beams [15] have been generated by inserting a diffractive element into Durbin’s ring-slit [16]. Recently, nondiffracting beams with arbitrary intensity profiles have been produced by calculating their corresponding complex spectra and using the constraints of the non-diffracting fields [17].

In the area of nondiffracting fields, we are particularly interested in nondiffracting speckle fields. One of the first attempts at generating nondiffracting speckle fields was achieved by illuminating a weakly scattering diffuser (produced by spraying finishing mist on a flat glass plate) with a thin ring-field [18]. Recently, simpler and more efficient methods of generating nondiffracting speckle fields have been realized with the use of a single SLM [19]. This is a computational approach, equivalent to the experimental setup of Ref. [18], where the computer-generated pattern applied to the SLM is the Fourier transform of a ring-slit with a random binary pattern within the width of the ring-slit.

Even though numerous publications have been dedicated to the generation of nondiffracting speckle fields, the do to our knowledge none have shown agreement between theoretically calculated and experimentally measured fields. This is because by illuminating a diffuser with a ring-field [18] to experimentally produce speckle, it is virtually impossible to define the transmission function mathematically (either in terms of phase or amplitude) within the ring-field with the accuracy required for a prediction at this is extremely sensitive to laser beam alignment. In this report we attempt to resolve this issue. We make use of a single SLM, similar to that in Ref. [9], however, we implement a checked board phase-mask allowing us to operate our phase-only SLM in both phase and amplitude mode. Having control over both the phase and amplitude when addressing the SLM offers the possibility to define the transmission function of the ring-slit and so a theoretical calculation of the resulting speckle can be made.

Much attention has been paid to the formation of speckle, as an understanding as how speckle is formed is imperative in the
development of tools for the removal of speckle in optical fields [20,21]. Even though the presence of speckle in optical beams may not be desirable, speckle is proving useful for metrological techniques [22-25] and nondestructive testing of materials [26], all of which benefit from a knowledge of speckle formation.

Investigations into the formation of speckle have considered the effect the dimensions and the geometry of the ring-slit have on the longitudinal correlation [28] and the clustering (or speckle-like patterns) of the speckles [29,30], respectively. The structure of the random phase-mask too has an influence in the formation of speckle clustering [31,33]. If the diffuser is weak, radial speckle chains are produced and as the diffuser becomes stronger so speckle clusters turn into isotropic winding chains [30], the fractal structure of speckle pattern has also been investigated by illuminating a diffuser with a fractal object [32]. We have attempted to make further investigations into the formation of speckle by studying the effect that binary and continuous phase modulations, within the ring-slit, have on the structure of the speckle.

In this paper we experimentally generate non-diffracting speckle fields by complex amplitude modulation on our phase-only spatial light modulator. We first discuss the principle behind the complex amplitude modulation, which in our case takes the form of a checkerboard pattern [13], and illustrate its benefits in the study of non-diffracting beams. Subsequently, we experimentally investigate the effect binary and continuous phase modulations for both the uniform and normal distribution, have on the structure of the speckle and in particular investigate the standard deviation, \( \sigma \), as the statistical variable for the distributions. A theoretical explanation, which builds on from the checkerboard phase-mask, is given, proving the validity of what we experimentally witness.

2. Checkerboard phase-mask

2.1. Theoretical description

In order to encode a SLM with a ring-slit for the generation of non-diffracting fields, one would require a SLM that can control both phase and amplitude. A phase-mask, such as in Fig. 1(a), would be encoded onto a phase and amplitude SLM, where the regions within the ring-slit would modify the phase of the incident light and the black regions surrounding the rings-slit would not transmit the incident light. With our phase-only SLM, we encode the sections of the phase-mask, in which we do not want to transmit any light, with a checkerboard pattern. An example of such a phase-mask is given in Fig. 1(b).

![Checkerboard phase-mask](image)

In order to reproduce Durston's ring-die [11] experiment (with the addition of a phase modulation inside the ring), either (a) the light can be suitably attenuated by a physical ring and then modulated, or (b) complex amplitude modulation can be used on a phase-only SLM to encode both the "amplitude" and "phase" transformations in one step. The inset in (b) shows the checkerboard pattern used to modulate the amplitude.

To explain why a checkerboard, consisting of alternating sets of pixels that are assigned phase values that are out of phase by \( \pi \), can be used to mimic an amplitude mask, one should visualize a complex plane (Fig. 2(a)) to represent such phase values. The checkerboard is described by a binary uniform distribution, where the weighting of each phase value, 0 and \( \pi \), is equal. In the complex plane representation, this translates to each vector having the same magnitude, but pointing in opposite directions along the x-axis. The result, therefore, has no amplitude and is located at the origin of the complex plane. The fact that the resultant has no amplitude means that the average amplitude of the field at the checkerboard phase-mask is zero. The amplitude of the resultant vector in the complex plane is often referred to as the DC-offset [34]. So in this case there is no DC-offset at the checkerboard phase-mask. The fact that the average amplitude of the field at the checkerboard phase-mask is zero, results in a zero in the intensity on the propagation axis in the Fourier plane, with the light shifted away from the origin due to the high spatial frequency of the checkerboard, as illustrated in Fig. 2(c). For the case where a phase-only SLM is addressed with a single uniform grey-level (Fig. 2(d)), the resultant vector in the complex plane does have an amplitude (which lies along the positive-x-axis), meaning the average amplitude at this phase-mask is non-zero, giving rise to an off-axis intensity (Fig. 2(e)) in the Fourier plane.

2.2. Experimental methodology and results

The experimental setup is denoted in Fig. 3. A HeNe laser (\( \lambda = 633 \text{ nm} \)) was expanded through a 5x telescope before illuminating a HoloEye HE0100B SLM having 1920 x 1080 pixels of pitch 8 \( \mu \text{m} \) and calibrated for a 2\( \pi \) phase shift at -613 nm. Previously in our work, a physical aperture in the form of a ring-slit would be imaged onto the SLM and the phase modulation within the ring field would be modified [13]. However, with this approach, in the case of non-diffracting speckle fields, one cannot define the transmission function of the ring field. With the checkerboard approach on the other hand, a single phase-mask, which generates both the ring field and the phase modulation within the ring field, was encoded onto the SLM. The dynamic addressing of SLMs allows the radius and width of the ring-slit, the frequency of the phase modulation, the number of grey-levels used to represent the phase modulation, and the distribution used to describe the phase modulation to be varied appropriately. Experimentally, through "trial-and-error", it was found that the checkerboard pattern produced the best results when each checker was assigned to an area of 5 x 5 pixels on the SLM. Phase-masks consisting of a ring-slit surrounded by a checkerboard
A comparison between the results obtained with the physical ring-dit and a random phase-mask (column 1 Fig. 4) and the phase-mask which incorporates the checkered board pattern (column 3 Fig. 4), was made and is illustrated in Fig. 4. Results were first obtained by illuminating the SLM when it was addressed by the phase-mask given in column 3 of Fig. 4. The SLM was then addressed with the same random phase-mask as those in column 1, but with the checkered board pattern removed (i.e., those in column 1), and the field at the SLM was then imaged onto a physical ring-dit (R = 3 mm and 2Δ = 150 μm). The alignment of the physical ring-dit was adjusted until the field in the Fourier plane resembled that which was obtained with the checkered board phase-mask. Both approaches produce identical results, illustrating that the checkered board pattern is extremely effective in mimicking an amplitude mask. The results imply that the physical ring-dit can be replaced by a single phase-mask, offering the possibility of dynamically addressing the parameters which describe the ring-dit, such as radius, width and phase modulation.

By implementing the checkered board approach, we are able to define the phase modulation within the ring-dit with very high resolution, so as to compute theoretical predictions of the resulting speckle fields. As an example is shown in Fig. 5, illustrating that the experimentally produced non-diffracting speckle field is in very good agreement with the theoretical prediction. This approach, for the first time, allows for quantitative studies in the dynamics of speckle formation, and requires only a spatial light modulator to execute.

Fig. 3. The experimental design for generating non-diffracting speckle fields. The physical ring-dit (RD) which can be introduced into the optical setup when needed is denoted inside the red border. (L1: lens; f1 = 25 mm; l1 = 150 mm; l2 = 50 mm; l3 = 30 mm; f2 = 100 mm; M: mirror; SLM: spatial light modulator; O: objective; CCD: CCD camera.)
3. Non-diffracting speckle fields

3.1. Experimental results

Within the ring-slit we investigate four different forms of phase modulation, described by the following distributions: (i) continuous uniform, (ii) binary uniform, (iii) continuous normal and (iv) binary normal.

The phase distribution within the ring-slit can be described by a continuous uniform distribution, where the phase values exist in the range (0, 2π), and is defined as
\[ \phi(x,y) = 2\pi U(x,y), \]  
where \( U(x,y) \) is a uniform random number in the range \([0,1]\).

In the case that the phase values within the ring-slit are described by a binary uniform distribution, there is an equal probability that the phase value will be assigned either a value of 0 or \( \pi \).

\[ \phi(x,y) = \begin{cases} 0, & \text{if } U(x,y) \leq 0.5 \\ \pi, & \text{if } U(x,y) > 0.5 \end{cases}. \]  

For the continuous normal distribution, phase values within the ring-slit are selected from a normal distribution having a mean of zero and a standard deviation of 1 and are defined as
\[ \phi(x,y) = 2\pi N(x,y), \]  
where \( N(x,y) \) is a normal distribution with mean 0 and standard deviation 1.
where \( N(xy) \) is a normal random number. The probability density function for our continuous normal distribution is

\[
f(x) = \frac{1}{\sigma \sqrt{2\pi}} \exp \left( -\frac{(x-\mu)^2}{2\sigma^2} \right).
\]

where \( \mu \) and \( \sigma \) are the mean and standard deviation, respectively. For the final case, the binary normal case, phase values within the ring-diffraction are assigned a value of either 0 or \( \pi \), where the probability of selecting either value is bounded by a Gaussian envelope,

\[
f(x,y) = \begin{cases} 
0, & N(x,y) < 0.5 \\
\pi, & N(x,y) > 0.5 
\end{cases}
\]

Fig. 6 contains the phase-masks and corresponding fields in the Fourier plane for the continuous uniform and binary uniform distributions. The phase-masks and the corresponding fields in the Fourier plane for the continuous normal and binary normal distributions are given in Fig. 7. The frequency of the phase modulation within the ring-diffraction increases for each row in Figs. 6 and 7. For the phase-masks in Figs. 6 and 7, the checked board patterns have been removed, so as to highlight the phase-modulation within the ring-diffraction.

It is evident, from column 2 of Fig. 6, that in the case of the continuous uniform distribution, for example, grey-levels represent the transition from white, 0, to black, 2\( \pi \). The zero-order Bessel beam starts to retrace as the frequency of the phase modulation increases. However, this is not the case with the binary uniform distribution and instead, as the frequency of the phase modulation increases, the spiky becomes more chaotic (evident in column 4 of Fig. 6). For continuous normal (column 2, Fig. 7) and binary normal (column 4, Fig. 7) distributions, the modulating spiky starts to evolve into a zero-order Bessel beam as the frequency of the phase modulation increases.

3.2. Theoretical description using the complex plane approach

3.2.1. Continuous uniform distribution

The effect that the description of the phase modulation within the ring-diffraction has on the formation of the resulting field, can also be explained by the complex plane approach. The checkerboard pattern is a specific form of phase modulation where the two vectors, \( A_1 \) and \( A_2 \), are weighted and positioned on the complex plane in such a way that they produce a resultant having zero amplitude, thus completely suppressing the off-axis intensity in the Fourier plane. For the continuous uniform phase modulation, 256 vectors \( (A_1, A_2, \cdots, A_{256}) \), all having the same amplitude and emanating from the origin of the complex plane from \( 0 \) to \( 2\pi \), produce a resultant having the same amplitude as each of the 256 vectors, and pointing along the negative x-axis (i.e., \( \phi = \pi \)). Therefore, the average amplitude of the field at the plane of a phase-mask, having a continuous uniform phase modulation, is non-zero and due to the ring-diffraction geometry restricting this phase modulation, a zero-order Bessel beam manifests in the Fourier plane, evident in the three images in column 2 of Fig. 6.
In order to verify if the DC-offset experiences an increase or a decrease with an increase in the frequency of the phase modulation, we analysed the standard deviation within the ring-slits for all four distributions. A graph illustrating how the standard deviation for each distribution varies as a function of the frequency of the phase modulation is given in Fig. 8. The x-axis in Fig. 8 represents the standard deviation within the ring-slits, and the y-axis indicates the zero-order (Dessel).
increase in the correlation radius of the phase modulation within the ring-slit. The correlation radius denotes the distance over which a 2σ phase shift occurs in the phase modulation. A small correlation radius therefore means the frequency of the phase modulation is high, whilst a large correlation radius means the frequency of the phase modulation is low. The y-axis denotes the standard deviation of the distribution, i.e., the frequency of the phase modulation decreases, the standard deviation for the continuous uniform distribution decreases, meaning that the range in which the 256 vectors exist on the complex plane becomes smaller. If all 256 vectors on the complex plane are restricted to a segment which has a small opening angle, then the amplitude of the resultant vector will increase, resulting in the zero-order Bessel beam becoming more prominent in the Fourier plane.

3.2.2. Binary uniform distribution

In the binary uniform phase modulation there is an equal probability that either a value of 0 or 1 will be selected and the two vectors on the complex plane each have the same amplitude, but point in opposite directions (φ0 = 0, φ1 = π). This is the same scenario as with the checkerboard phase-mask. The amplitude of the resultant is zero, so the mean of the amplitude of the field within the ring-slit is zero and no zero-order Bessel beam develops in the Fourier plane. Instead, as the frequency of the phase modulation increases, so the noise around the DC-offset increases and the non-diffracting speckle becomes more chaotic, evident in column 4 of Fig. 6. From Fig. 5, it is evident that the standard deviation for the uniform binary distribution does not vary as the frequency of the phase modulation increases. Therefore the amplitude of the two vectors in the complex plane remain unchanged as the frequency of the phase modulation increases and so no change occurs in the DC-offset and zero-order Bessel beam forms in the Fourier plane.

3.2.3. Continuous normal distribution

The continuous normal distribution is represented on a complex plane by 256 vectors, whose amplitudes are weighted by a normal distribution, resulting in the resultant vector having a non-zero amplitude. Since the DC-offset (an average amplitude of the field) exists at the ring-slit, a zero-order Bessel beam becomes visible in the Fourier plane. This is evident experimentally in column 3 of Fig. 7. For the continuous normal distribution, as the frequency of the phase modulation increases the standard deviation remains fairly constant (evident in Fig. 8) and so not much change is noted in the average amplitude of the field within the ring-slit. In this case, as the frequency of the phase modulation increases not much change is noted in the intensity of the zero-order Bessel beam in the Fourier plane.

3.2.4. Binary normal distribution

The last case we considered was a binary normal distribution. Due to the fact that the probability of selecting either a phase value of 0 or a phase value of π is bounded by a normal distribution, the amplitudes of the two vectors in the complex plane are not equal. This leads to the resultant vector having a non-zero amplitude and so a mean amplitude exists within the ring-slit giving rise to a zero-order Bessel beam in the Fourier plane, evident in column 4 of Fig. 7. As the frequency of the phase modulation increases, the standard deviation decreases ever so slightly evident in Fig. 8. This means that there is a slight increase in the amplitude of the resultant vector (or the mean amplitude within the ring-slit) and so the zero-order Bessel beam appears as the frequency of the phase modulation increases.

4. Discussion

From Fig. 8, it is evident that by engineering the frequency of the phase modulation we do not see much of a transition from nondiffracting speckle to a zero-order Bessel beam, as only one distribution (the binary normal distribution) shows a transition from chaotic speckle to a zero-order Bessel beam. This is in agreement with what we experimentally witness. In comparing Figs. 6 and 7, the binary normal distribution (column 4, Fig. 7) displays the development from fully-developed speckle to a zero-order Bessel beam. The two continuous cases do not seem to attain the state of chaotic speckle also evident in the intensity profiles in column 2 of Figs. 6 and 7. Instead of chaotic speckle we see Bessel-like clusters, i.e., the clustering of the speckle occurs at the centre of the field, coinciding with the centre of the zero-order Bessel beam. The binary uniform distribution however is the polar opposite, in that increasing the frequency of the phase modulation does not result in the field attaining a quasi-zero-order Bessel beam state evident in Fig. 8 and in the intensity profiles in column 4 of Fig. 6.

Even though varying the frequency of the phase modulation does not show much promise for four of the four distributions, we also varied the standard deviation for all four cases. This restricted the two vectors to a smaller area on the complex plane and so the zero-order Bessel beam becomes more prominent in the Fourier plane as the standard deviation decreases. Simulated results are given in Fig. 9 (row 1: continuous uniform; row 2: binary uniform; row 3: continuous normal; row 4: binary normal). It is evident that by varying the standard deviation, the field can develop from chaotic speckle to a zero-order Bessel beam. Therefore for any distribution, one can select where in the speckle to zero-order Bessel beam spectrum the field can exist by a single parameter — the standard deviation.

Other non-diffracting fields are used in the non-destructive testing of materials. If one has a thin film which can be used to select either a zero-order Bessel beam or fully-developed non-diffracting speckle, one mixture in-between, one can develop fields that are 'tailor-made' to optimise the assessment of materials and solutions. Non-diffracting fields are also widely used in optical tweezers. By being able to switch between a zero-order Bessel beam and non-diffracting speckle, one can rapidly disperse particles, accumulated in the column of the Bessel beam, in a predetermined area of a cell or sample. In studying the phase modulations in solutions, one can image a ring-field onto a solution and by taking the Fourier transform, the structure of the resulting field can be studied. As we have investigated the effect of the frequency of the phase modulation, within the ring-slit, on the structure of the resulting field, one can use this approach to analyse the phase modulations within chemical solutions.

5. Conclusion

In this work we illustrate a technique which allows one to operate a phase-only SLM in both phase and amplitude modes, resulting in the generation of non-diffracting speckle fields with a single SLM. Our results obtained with this technique are in very good agreement with an already known approach using Durbin's ring-slit [16]. This approach allows one to have control over the dimensions of the ring-slit and the phase modulation within the ring-slit. Our experimentally produced speckle fields using the checkerboard approaches are in good agreement with the theoretical predictions, the effect of binary and continuous phase modulations for two different distributions (uniform and normal), on the structure of the speckle field were investigated. It was noted that we can control the evolution of the fully-developed non-diffracting speckle into a zero-order Bessel beam by adjusting the standard deviation of the distribution. The effect of both continuous (uniform and normal), is explained by analysing the DC component of the Fourier series. Hence it is possible to control the development of non-diffracting speckle into a zero-order Bessel beam is a useful tool in the non-destructive testing of materials and in optical tweezing.
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1. Introduction

It has been well known for some time now that photons can carry spin angular momentum of +l (–l) photon for left (right) circularly polarised light, and that the transfer of this momentum can be measured in the laboratory when the light passes through a birefringent plate [1]. More recently [2,3] it has been realised that light may also carry an extrinsic component of angular momentum, orbital angular momentum (OAM), when the electric field or mode has an azimuthal angular dependence of exp(ilφ), where l is the azimuthal mode index. Such fields carry OAM of ±l per photon, and may be found as beams expressed in several basis functions, including Laguerre-Gaussian beams [2], Bessel-Gaussian beams [4] and Airy beams [5] to name but a few. Since the discovery of light beams carrying OAM many new research areas have emerged, from transferring OAM to matter in optical tweezers [6] to investigating the conservation and entanglement of OAM in parametric down conversion [7–11] and quantum information processing [12–13]. One of the problems has been the measurement of OAM, with various attempts at the efficient sorting of modes carrying OAM using interferometers and computer generated holograms [12–16]. Studies into the angular momentum of combined beams of free space propagation have also been made [17]. In general, one is interested in the superposition of OAM carrying fields, both at the classical [18–20] and quantum levels [21].

In this paper we consider the problem of calculating and then measuring the orbital angular momentum density of a coherent superposition of non-interacting beams. We derive simple equations for the OAM density from first principles by calculating the Poynting vector of the field, and from this deduce both the linear and angular momentum components. The
results indicate that while the intensity pattern of the field is rotating at a fixed angular velocity (dependent on the relative phase velocities of the component fields), the OAM magnitude and direction is dependent on the location within the spatial distribution of the field. That is to say, different parts of the field carry differing amounts of OAM, and of various sign. We verify the results by outlining and then executing a new technique for the direct measurement of the OAM density in the laboratory. We show how this approach allows for a quantitative measurement of the OAM spectrum as a function of position within the field.

2. Theory

We wish to consider the OAM density for a general complex scalar field, \( u(x, y, z) \), which varies in time (in complex notation) as \( \exp(i\omega t) \). This problem has been addressed by others previously [5,21-26], but with some inconsistencies in notation and derivation. For this reason, and for the benefit of the reader, we briefly outline the approach for defining OAM density, starting from the Poynting vector, before applying the result to the specific problem of coherent superpositions of non-diffracting lissajous beams. We start by defining a vector potential in the Lorentz gauge as a representation of our linearly polarized (in the \( x \) direction) laser mode as [27]:

\[
\vec{A}(x, y, z) = u(x, y, z) \exp(i(kz - \omega t)) \hat{y}
\]  

(1)

from which we can easily calculate the electric and magnetic field components of our complex scalar field:

\[
\vec{E}(x, y, z) = \nabla \times \vec{A}(x, y, z)
\]

\[
\vec{B}(x, y, z) = \frac{-i}{\omega} \nabla \times \vec{E}(x, y, z)
\]

(2)

where \( \vec{E} \) and \( \vec{B} \) are the electric and magnetic fields of the laser mode, respectively, and all other terms have their usual meaning. Equations (2) can readily be solved to find the two fields as functions of the laser mode itself (our complex scalar field):

\[
\vec{E}(x, y) = i\exp(ikz - \omega t) \begin{pmatrix} u(x, y, z) y + \frac{i}{k} \frac{\partial u(x, y, z)}{\partial y} \frac{\partial}{\partial x} \\ -u(x, y, z) x + \frac{i}{k} \frac{\partial u(x, y, z)}{\partial x} \frac{\partial}{\partial y} \end{pmatrix}
\]

(3)

Here we have applied the paraxial limit and assumed that the rate of change of the field in the \( z \) direction is small compared to the transverse directions to remove derivatives of the field in the \( z \) direction. We are now in a position to calculate the time average of the Poynting vector:

\[
\vec{S} = \langle \vec{E} \times \vec{B} \rangle = \frac{1}{2} \langle \vec{E} \times \vec{B} \rangle = \langle \vec{E} \rangle \times \langle \vec{B} \rangle = \langle \vec{E} \rangle \times \langle \vec{B} \rangle
\]

(4)

where for brevity we will drop the arguments of the functions. The subscript \( \text{real} \) indicates that we are required to consider only the real part of the fields (\( \cos(kz - \omega t) \)), easily found to be:

\[
\vec{E}_{\text{real}} = \frac{1}{2} (\vec{E} + \vec{E}^*)
\]

\[
\vec{B}_{\text{real}} = \frac{1}{2} (\vec{B} + \vec{B}^*)
\]

(5)

By substitution of Eqs. (3) and (5) into (4), and after removing all the oscillating terms since they average to zero (over time), one can show that
where it is understood that the gradient applies only in the transverse directions. We now wish to apply Eq. (6) to the problem of a superposition of OAM carrying fields, and we start with the problem of a coherent superposition of two such fields, of opposite handedness (i.e., opposite azimuthal phase), expressed in cylindrical coordinates as

$$u(r, \varphi, z) = u_l(r, z) \exp(i\psi r) \left( \exp(i\lambda \varphi) + a_0 \exp(-i\lambda \varphi) \right),$$  

where $a_0$ represents the amplitude difference of the two fields (i.e., how the fields are weighted). The amplitude $a_0$ and phase $\psi$ of the complex scalar field is determined from the characteristics of the mode under study, and will be defined for Bessel and Bessel-Gauss beams a little later in this section. Substitution of Eq. (7) into Eq. (6) and solving for each component of the Poynting vector, we find that

$$S_x = \frac{\sigma_0 \omega_0 c^3}{2} \left[ \frac{\partial}{\partial r} \left( r^2 + a_0^2 + 2a_0 \cos(2\phi) \right) \right],$$  

$$S_y = \frac{\sigma_0 \omega_0 c^3}{2} \left[ a_0^2 - 1 \right] \frac{\partial}{\partial \varphi} \left( a_0^2 \cos(2\phi) \right),$$  

$$S_z = \frac{\sigma_0 \omega_0 c^3}{2} \left[ r^2 + a_0^2 \cos(2\phi) \right].$$

In the case of a sum of Bessel and Bessel-Gaussian beams, the parameter $a_0 = a_0(\xi)$, whereas for Laguerre-Gaussian beams it takes the form $a_0 = a_0(\xi)$, here $a_0$ is the constant amplitude weighting of the fields. From these equations we may readily calculate the total angular momentum density of the field, and since by definition our field has a zero spin component, we have the total OAM density (along the direction of propagation, $z$) as

$$I_z = \frac{1}{c} \cdot (r \times \mathbf{S}).$$

In this expression, the units of $S$ are the conventional W/m², while the OAM density $I_z$ is now expressed as the angular momentum per unit volume, or W/m². With these fundamentals in place, we are ready to calculate the OAM density for superposition fields.

2.1 Superposition of Bessel beams

Consider the general case of the superposition of two Bessel beams (BBs) of differing cone angles and opposite azimuthal phase; then Eq. (7) becomes

$$u(r, \varphi, z) = A_l J_l(\xi \sigma) \exp(i\Delta \varphi) \exp(i\lambda \varphi) + A_{-l} J_{-l}(\xi \sigma) \exp(-i\Delta \varphi) \exp(-i\lambda \varphi),$$

where $J_l$ is the Bessel function of order $l$. Similar expressions can be found in references [28] and [29]. The cone angles, $\xi_l$ and $\xi_{-l}$, differ as a result of the generation process (see later), but can be set to be equal if so required. As a result of the slightly different cone angles, both the radial and longitudinal wave numbers also differ for the two beams; the radial wave numbers become $\xi = k \cos \vartheta$, while the longitudinal wave numbers, given by $\lambda = k \cos \vartheta$, differ from the central $\varphi$-dependent wave number $k$ by $\pm \Delta \varphi$ (the subscripts $l$ and $\xi$ refer to the first (second) beam in the superposition). We have maintained a normalization constant $A_l$ in order to later compare the theoretical results to experiment. Thus the Poynting vector becomes...
\[ S_r = -\frac{A_2^2\rho_{r0}^2}{2}\left[ \frac{1}{2}\left( q_{2r}J_{1}(q_{2r})J_{1}(q_{r}) + q_{1r}J_{1}(q_{1r})J_{1}(q_{r}) \right) - \frac{2}{\pi}\int_{0}^{\infty} \phi J_{1}(q_{r}) \sin(2\phi + \Delta kz) \right] \]

\[ S_{\theta} = \frac{A_2^2\rho_{r0}^2}{2r}\left( q_{1r}^{2}J_{1}(q_{1r}) - q_{2r}^{2}J_{2}(q_{2r}) \right) \]

\[ S_{\phi} = \frac{A_2^2\rho_{r0}^2}{2}\left( q_{1r}^{2}J_{1}(q_{1r}) + q_{2r}^{2}J_{2}(q_{2r}) + 2\alpha_{r}J_{1}(q_{r})J_{2}(q_{r}) \cos(2\phi + \Delta kz) \right) \]

The time average Poynting vector, in both the \( r \) and \( z \) directions, has an additional term \( \Delta kz \), which is responsible for the slow rotation of the intensity distribution during its propagation. This behavior has been noted previously [30] and we can see that this is a result of the detuning of the radial wave number for the superposition of two or more beams, from the equation for \( S_r \), a single non-diffracting beam has no \( S_{\theta} \) component. However, in the case of a superposition of two non-diffracting beams, the resulting beam has a non-zero \( S_{\phi} \) component. This results in a small rotation in the \( \phi \) direction, thus changing the intensity distribution of the superposition at a particular radial coordinate. We may then easily compute the OAM density to be:

\[ L_r(r) = \frac{L_{2\rho_{r0}}A_2^2}{2}\left( q_{1r}^{2}J_{1}(q_{1r}) - q_{2r}^{2}J_{2}(q_{2r}) \right) \]

2.2 Superposition of Bessel-Gauss beams

Following a similar approach to that of section 2.1, we can find the OAM density for a superposition of two Bessel-Gauss beams (BGs) of differing cone angles and opposite azimuthal phase, defined as:

\[ u(r, z, \phi) = \left\{ 1 \over \sqrt{1 + (\alpha^2 z)^2} \right\} \exp\left[ \frac{ik}{2(1 + (\alpha^2 z)^2)} \right] \left[ \frac{1}{w_0^2(1 + (\alpha^2 z)^2)} \right] \left[ r^2 + (\alpha^2 z)^2 \right] \]

\[ \times \left\{ J_{\ell} \left( \frac{q_{1r}}{1 + \alpha^2 z^2} \right) \right\} \exp(i\ell z) \exp(i\phi) + \alpha_{r}J_{\ell} \left( \frac{q_{2r}}{1 + \alpha^2 z^2} \right) \exp(i\ell z) \exp(-i\phi) \] \)

where we assume both fields are modulated by the same Gaussian beam of width \( w_0 \), resulting in a Gaussian Rayleigh range of \( z_0 \) and for brevity we have collapsed the phase terms related to the piston and Goy phase shifts into the function \( \chi(z) \). We may then compute the OAM density to be:

\[ L_z(r, z) = \frac{L_{2\rho_{r0}}A_2^2}{4(1 + (\alpha^2 z)^2)} \exp\left[ -2 \left( \frac{r^2 + (\alpha^2 z)^2}{w_0^2(1 + (\alpha^2 z)^2)} \right) \right] \left[ J_{\ell} \left( \frac{q_{1r}}{1 + \alpha^2 z^2} \right) \right]^{-2} \]

\[ \exp\left[ -2 \left( \frac{q_{2r}}{1 + \alpha^2 z^2} \right) \right] \left[ J_{\ell} \left( \frac{q_{2r}}{1 + \alpha^2 z^2} \right) \right]^{-2} \]

These results are consistent with what might be expected using the more general formalism of ref [24], and by extension of the vectorial results in ref [21]. Indeed, our results here are the special case of these two approaches for scalar fields (linear polarized) and where the superposition is due to interference of the two modes. It remains the to define a method of actually measuring this quantity in the laboratory, a subject that has not been adequately addressed to date.
2.3 Measuring the OAM density

Much attention has been paid to the measurement of OAM recently [12–16]. It is well known that since the angular harmonics, $\exp(i\phi)$, are orthogonal over the azimuthal plane, we may express our superposition field in terms of such harmonics:

$$u(r, \phi, z) = \frac{1}{\sqrt{2\pi}} \sum_l a_l(r, z) \exp(i\phi),$$

(15)

with

$$a_l(r, z) = \frac{1}{\sqrt{2\pi}} \int_0^{2\pi} u(r, \phi, z) \exp(-i\phi) d\phi.$$

(16)

The relative weighting of the power contained in each azimuthal mode can then be defined as [5]:

$$P_l(z) = \frac{\sum_l |a_l(r, z)|^2 \pi r^2 dr}{\sum_l |a_l(r, z)|^2 \pi r^2 dr}.$$

(17)

From the definition of Eq. (16), one can easily show that the weighting of each harmonic for the case of a superposition of BBs is related to the OAM density through the relation

$$L_r = \frac{1}{4\pi} \int_0^{2\pi} a_l^*(r) \left( a_l^*(r) - a_l^2(r) \right) r dr.$$

(18)

We will show, for the first time, how this quantity may be measured in the laboratory in an easy to implement procedure with a phase-only spatial light modulator (SLM), thus allowing a direct measurement of the OAM density of the light.

3. Experimental methodology

A HeNe laser ($\lambda = 633$ nm) was expanded through a $6 \times$ telescope and directed onto the liquid crystal display (LCD) of a SLM (HoloEye, PLUTO-VIS, with 1920 $\times$ 1080 pixels of pitch 8 $\mu$m and calibrated for a $2 \pi$ phase shift at $633$ nm) depicted in Fig. 1. The first SLM (designated as LCD 1) was programmed to produce various superposition fields using the concept of Dernin's ring-slit [31], but implemented digitally [29]. Other techniques to experimentally generate superpositions of helically phased fields using a single LCD exist and have been implemented by others [32]. By addressing alternating sets of pixels on the SLM with phase values that are out of phase by $\pi$, resulting in the light reflected from the LCD being scattered from its initial propagation axis, we are able to make use of our phase-only SLM to represent the ring-slit (which would usually require an amplitude device or mask).

To create a superposition of two non-diffracting beams of opposite handedness, the ringslit was programmed with two opposite azimuthal phases, and the resulting fieldFourier transformed at the focal plane after L3, to produce the field described by Eq. (10). The phase pattern in the annular region was separated into two ring-slits, each possessing an azimuthal phase of equal order but opposite handedness (Fig. 2(a)). When the order, $l$, of the two azimuthal phases were of equal but of opposite handedness, a 'polar' structure was produced, where the number of 'petals' is denoted by 2l (Fig. 2(b) and (c)), as expected from theory [30]. The slight difference in radius of the two rings resulted in cone angles (defined as $\theta$) with $R$ the ring radius) of $\gamma_1 = 0.0069$ rad and $\gamma_2 = 0.0075$ rad, so that $d\theta \approx 0.018 \text{ mrad}$. Another consequence of the slightly differing ring areas (see Fig. 2(a)) is that the energy contained in the two Bessel beams is not equal. Since the illuminating Gaussian beam was measured to be of radius $w = 13.23 \text{ mm}$ on LCD 1, the energy contained in each ring could be computed, and the weighting coefficients found:
\[ \alpha_c = \frac{\int \exp(-r^2) y \, dr}{\int \exp(-r^2) y^2 \, dr}. \]  

The resulting images of our non-diffracting superposition field were captured on a CCD camera (Spiricon, LRA-PW-SCDR-7350115), and the objective and camera could be positioned on translation stages with an optical rail in order to investigate the propagation of the resulting field. Once recorded, the resulting superposition field was then magnified with a 10× objective and directed to the second SLM (LCD 2) for executing the radial decomposition of Eq. (15). This was accomplished by executing an inner product of the incoming field with the match filter set to \( \exp(i\theta) \), for various \( \theta \) values, and for particular radial (\( r \)) positions on the field. There are two important aspects of this experiment: firstly, the detection is restricted to the origin of the resulting field after the Fourier transforming lens L4, and secondly, the \( r \) dependence of the coefficient \( \alpha_r \) is found by implementing the match filter in the form of a narrow (20 pixels) annular ring of radius \( r \).

Fig. 1. A schematic of the experimental setup for detecting the OAM density of our superposition modes as a function of \( r \). L1: Lens (\( f = 25 \) mm); \( f_1 = 150 \) mm; \( f_2 = 200 \) mm and \( f_4 = 240 \) mm; M: Mirror; LCD: Liquid Crystal Display; O: Objective; CCD: CCD Camera. The objective, O2, was placed at the focus (on Fourier plane) of lens, L4.

The latter requirement is necessary in order that we find the local OAM density rather than the global OAM density. Figure 3 illustrates the concept: the experimental field (Fig. 3; second and forth row) was subdivided radially into 10 sections, with each section sequentially apertured by an annular ring of width 20 pixels. The phase within the annular ring was varied according to the conjugate of the azimuthal modes in Eq. (15), i.e., the azimuthal integrand of Eq. (16) from -4 to +4 m/ \( m \) index. Thus the decomposition of our field to find the weighting coefficients could be executed as a function of radial co-ordinate and azimuthal mode. This is the first time such a technique has been demonstrated experimentally, and allows for the OAM density to be measured directly: the OAM spectrum, \( \langle \sigma_r \rangle \) can be found at any radial position across the beam (and of course any \( z \) plane). The weighting parameter \( \langle \alpha_r \rangle \) of the superposition field was set by a suitable choice of the width of the two rings in the phase pattern on LCD 1: \( \alpha_0 = 0.96 \) (nearly equal weighting).
Fig. 2. (a) Axial ring programmed onto the SLM with two azimuthal phase patterns in this example, +3 and −3 values; (b) observed experimental superposition (intensity) with 6 peaks, and (c) the theoretically expected intensity pattern. The intensity shows in (b) is an attenuated experimental image with arbitrary false color units so as to not saturate the camera, while that in (c) shows a false color plot normalized to 1 in peak value for visual comparison.

Fig. 3. The superposition field was divided radially, and an annular ring was programmed onto the second SLM in order to trace the inner product at only this radius. The phase within the annular ring was varied in the azimuthal angle for various values of \( \ell \). The rest of the SLM was programmed with a checkerboard pattern so as to restrict the transmission function to the ring alone. The two rings applied to LCD 2 have the following radii: \( r_1 = 600 \mu m \), \( r_2 = 880 \mu m \), \( r_3 = 1160 \mu m \), \( r_4 = 1440 \mu m \), \( r_5 = 1720 \mu m \), \( r_6 = 2000 \mu m \), \( r_7 = 2280 \mu m \), \( r_8 = 2560 \mu m \), \( r_9 = 2840 \mu m \), and \( r_{10} = 3120 \mu m \). The black and white images in rows 2 and 4 are gray-scale experimental images of the beam, with the attenuation set so as not to saturate the camera. Therefore the intensities are arbitrary.

Because of the manner in which the experiment was executed, by a Fourier transform evaluated at the origin to after the second SLM, the actual measured quantities are related to the OAM density by

\[
\ell = \frac{\mu}{\pi} \left( \frac{\Delta f}{\Delta r_{\text{out}}} \right)^2 \left| I(x, \theta) - I(x, 0) \right|
\]

(20)
where \( f_x(0) \) and \( I_x(0) \) are the measured signals on the \( f \rightarrow \) detector (see Fig. 1), \( f \rightarrow \) is the focal length of the \( f \rightarrow \) Fourier transforming lens, and \( \Delta \rightarrow \) is the area of the annular ring on the \( 2\)nd \( S \)LM. The coefficient \( \eta \) is to account for the losses in the optical system, e.g., the efficiency of the \( S \)LM and attenuators prior to the \( f \rightarrow \), which in our experiments was typically 0.0032 (or 0.32%).

4. Results and discussion

Applying Eq. (12), we calculate the dependence of the OAM density of a superposition of BBs, where the two components differ in their radial wave numbers. In Fig. 4(a) we see the results for the case of a 633 nm laser beam in a superposition of \( +3 \) and \(-3\) BBs, where the cone angle of the \(+3\) beam is fixed at 0.5\(^\circ\) (line A on the graph) and that of the \(-3\) BB is varied from 0.4\(^\circ\) to 0.6\(^\circ\). Two results are evident: firstly, if the cone angles of the two BBs differ, so that their radial wave numbers differ, then the OAM density changes sign as one moves radially across the field. Secondly, the oscillation in the OAM density can be made to change value (magnitude and sign) by changing the relative difference in the cone angles (see line B of Fig. 4(a)). This is due to the oscillating nature of the Bessel function, where the period of the oscillation depends on the radial wave number, and in this particular case we have a superposition of two oppositely oscillating functions having opposite signs for their angular momentum. This can be seen by considering line B on the graph (varying cone angles), where the OAM density changes from a large positive value to a large negative value as one considers a single ring in the field (single radial position), passing through a zero value in between. In the case that the two cone angles are equal and the amplitude of the two beams is equal, the resulting superposition carries no angular momentum (see line A of Fig. 4(b)).

Similarly for BBGs, Eq. (14), we calculate the dependence of the OAM density of a superposition of BBGs, where the two components differ in their weighting. In Fig. 4(b) we see the results for the case of a 633 nm laser beam in a superposition of \(+5\) and \(-5\) BBGs, both having a cone angle of 0.5\(^\circ\), but with various weightings of the two beams. Clearly even with equal phase velocities \( (\Delta = 0) \) the OAM density can be engineered to be non-zero as long as the weighting of the two fields differ: the larger the difference, the greater the OAM density. By considering line D on the graph (varying weighting by varying the input Gaussian beam width), the OAM density changes from a large positive value to a large negative value as one considers a single ring in the field (single radial position), passing through a zero value in between. However for a given weighting of the two fields, as one moves radially across the field, the OAM density remains either positive or negative (passing through nulls between
the rings), but does not oscillate in sign as in the case of Fig. 4(a). The variations in the angular momentum, both in terms of sign and magnitude, result from the variations in the amplitude and cone angles of the superimposed Bessel beams (refer to Fig. 4(a) and 4(b)). The manipulation of the angular momentum can be implemented efficiently by the method described above and is a useful tool for the controlling of optical forces [33].

![Graph](image)

Fig. 5. The measured OAM spectrum (for values of $-4 \leq \ell \leq 4$) as a function of the radial ring on the beam (equivalent to the radial position on the beam), from 1 to 16, given by $r_1 = 600 \mu m, r_2 = 800 \mu m, r_3 = 1000 \mu m, r_4 = 1200 \mu m, r_5 = 1400 \mu m, r_6 = 1600 \mu m, r_7 = 1800 \mu m, r_8 = 2000 \mu m, r_9 = 2500 \mu m, r_{10} = 3000 \mu m, r_{11} = 3500 \mu m, r_{12} = 4000 \mu m, r_{13} = 4500 \mu m, r_{14} = 5000 \mu m, r_{15} = 5500 \mu m, r_{16} = 6000 \mu m$. The height of each bar represents the measured coefficients $\lambda_\ell$.

The predicted OAM density was measured in the laboratory by measuring directly the coefficients given by Eqs. (16) and (17), with the OAM density calculated from Eq. (20). The measured OAM spectrum for the equally weighted superimposition beam is shown in Fig. 5.

From the spectrum in Fig. 5, the OAM density could be inferred directly and compared to theory, with the results shown in Fig. 6. In Fig. 5(a) and (b) we see a density plot of the two fields (for $+\ell$ and $-\ell$), and the slight shift in rings is evident due to the slightly different radial wave numbers of the two fields. The superposition field is shown in Fig. 6(c). In all three plots the measured radial positions ($r_1$ through $r_{16}$) are overlaid as vertical lines. The core result is Fig. 6(d), where the analytical OAM density prediction (solid curve) as a function of the radial position on the superposition field is shown with the measured OAM density (red bars). It is very clear that there is excellent quantitative agreement between the two (with the exception of the first measurement radius which appears to have a larger error). This agreement can also be noted by considering Fig. 6(e) and (f), where the theoretical and experimental data are shown for the $\ell_\ell \ell$ and $\ell_\ell \ell$ coefficients as a function of the radial position on the beam.

It should be noted that this is the first direct measurement of the OAM density, or OAM spectrum, to date. The importance of measuring the spectrum has been pointed out by others, where knowledge of the spectrum or local OAM is critical for imaging [34] and optical funnels [33], but the few measurements of the OAM either only consider the global OAM using an optical trapping set-up [20,37], or are unduly complicated by making use of Doppler shifts due to a rotating detector [16]. In the method proposed here, the same principles (and optical elements) applied in creating the superposition fields can be used to decompose them.
It is interesting to consider the role of the Gouy phase shift in such measurements, since in general this is a function of the azimuthal order of the field. This is not the case for a superposition of Bessel beams, as reported here, and so may be neglected. However, in the case of Laguerre-Gaussian modes (which are used extensively in quantum information studies) the Gouy phase shift would be identical for fields of opposite handedness, proportional to $2p + l + 1$, where $p$ is the radial order. This means that modes of $\pm l$ and $\mp l$ will have the same phase shift, so again it can be considered as a constant phase offset (but dependent on $q$). However, while the OAM arises from the azimuthal phase variation, the rotation of the Poynting vector is equal to $\arctan(p/q)$ when considering the radius of maximum field of $p = 0, l = 0$ modes (since such modes are a single ring of light), i.e., the rotation looks like the Gouy phase shift of a Gaussian mode. The salient point is that the Poynting vector rotation is proportional to $\arctan(p/q)$, and that the maximum rotation is fixed, in the case of a $p = 0$ mode, to $\pi/2$ either side of the beam waist. As the radial order is increased, so the maximum rotation of the field also increases \([22,23]\). It is however interesting to consider what happens to the OAM density if non-zero radial modes are excited, as will surely be the case for the typical laboratory practice of generating such modes by multiplication of a Gaussian with a purely azimuthal phase function. This case has not yet been treated fully in literature. The result would, most likely, be a superposition not only in $l$ but also in $p$, resulting in an OAM spectrum with weighting coefficients different to that of a purely azimuthal superposition, with a larger contribution from the $a_0$ term in Eq. (16) due to the azimuthal symmetry of the radial orders.
5. Conclusion

We have used the Poynting vector approach to study the OAM density within fields that are superpositions of non-diffracting Bessel and Bessel-Gauss beams. We find that while the global OAM is zero, the local OAM spectrum changes radially across the beam, and can be made to oscillate from positive to negative values by a suitable choice of the parameters making up the superposition (e.g., relative phase velocity of the two component beams). The implication is also that in applications such as optical trapping with so-called bottle beams and optical funnels, the rotating intensity distribution may also carry OAM that varies across the beam in a predictable but non-negligible manner. We have demonstrated the theory by creating such superposition beams in the laboratory with a phase-only spatial light modulator, and have implemented a new technique for the direct measurement of the OAM density. Previous studies of such fields either remained purely theoretical, or have attempted to show the OAM component by demonstrating rotation within an optical trapping and twisting system. Needless to say, the latter is not only an indirect measurement, but also a very difficult experiment to execute. The technique we outline here requires only an SLM and a lens, and is therefore easy to implement in the laboratory (anyone who is able to create the original fields is also now able with the same approach to measure the OAM density). Both the generation of the superposition fields, and the measurement of the OAM spectrum, have direct relevance in quantum studies of OAM entanglement, and classical studies of OAM transfer in optical trapping and twisting systems.
Measuring the rotation rates of superpositions of higher-order Bessel beams
Ronald Rui, Angela Dulsky, Carlos López-Mariscal and Andrew Forbes

*Department of Physics, Moi University, P.O. Box 1125, Eldoret 0010, Kenya; 2CSIRO National Laser Centre, P.O. Box 903, Pretoria 0001, South Africa; 3School of Physics, University of New South Wales, Private Bag X5601, Durham 4600, South Africa; 4US Naval Research Laboratory, 4550 Overlook Ave. SW, Washington, DC 20375, USA

(Rceived 8 August 2011; final version received 15 September 2011)

Experimental measurements are reported of the rotation rates of superpositions of higher-order Bessel beams. Digitally generated phase masks of two annular rings were imprinted on a spatial light modulator and used to obtain superpositions of higher-order Bessel beams of the same order but of opposite topological charge. Such a superposition field carries on average zero orbital angular momentum, yet exhibits a rotation in the intensity pattern: the resultant field rotates at a constant rate about the optical axis as it propagates. The rotation rates of the generated fields were measured for different orders and for various values of the difference between the wave vectors of the superposing beams, and are shown to be in good agreement with that predicted theoretically.
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1. Introduction
Bessel beams have received increased attention in recent years owing to their interesting properties (e.g. non-diffracting and self-reconstructing) [1] and potential applications in optical micro-manipulation [2,3]. These beams are a class of propagation-invariant optical beams that are non-singular scalar solutions to the free-space Helmholtz wave equation and are described mathematically by Bessel functions [4,5]. Zero-order Bessel beams have an intensity maximum at the centre while higher-order Bessel (HOB) beams have a dark central spot – i.e. an intensity null – due to a phase singularity at that point, surrounded by alternate bright and dark rings [1]. In addition, HOBs carry orbital angular momentum (OAM) owing to their azimuthal phase variation. Bessel beams have found a variety of applications, especially in optical trapping. For instance, the ring structure of Bessel beams makes it possible to trap simultaneously both low- and high-order particles [6] while the self-reconstruction property has enabled the simultaneous trapping of particles that are spatially separated [2]. It has also been demonstrated that the OAM and spin angular momentum (SAM) of Bessel beams can be transferred to microparticles and cold atoms [6–8]. The trapped microparticles have been shown to rotate, owing to the transferred OAM and SAM, and their rotation rates have been measured [9,10].

Bessel beams, and in general non-diffracting beams (NDBs), can be generated experimentally using refractive or diffractive optical elements. Durnin et al. [5] reported the first experimental realization of a zero-order Bessel beam by illuminating an annular slit placed at the back focal plane of a positive lens. The axicon, also called a conical lens and first constructed and demonstrated by McLeod [11], has been widely used to generate NDBs [12,13] and to convert LGBs into higher-order Bessel beams with high conversion efficiencies of close to 100% [14,15]. Similarly, diffractive axicons implemented with computer-generated holograms (CGHs) [16,17] and axicon-type CGHs programmed on a spatial light modulator (SLM) [18,19] have been used to generate Bessel beams and their superpositions. In [19] it was shown that the intensity of the superposition appeared as a circular pattern with a radius which depended on the order, n, of the Bessel function and that the intensity is axially modulated resulting in 2n spots arranged on a circle. Similar intensity patterns were obtained by Vasilyev et al. [20] by using a SLM and a ring slit aperture. The transverse intensity patterns of the superimposed beams depicted an interesting feature: the pattern rotated about the propagation axis as the beams propagated along the axis [20]. Such rotating optical beams have been theoretically and experimentally realized as superpositions of

*Corresponding author. Email: aforbes1@csir.co.za

ISSN 0950-7439 print/ISSN 1366-2268 online
© 2012 Taylor & Francis
http://dx.doi.org/10.1080/09507439.2011.592174
http://www.tandfonline.com

Downloaded by [CSIR Information Services] at 06:40 01 November 2011
higher-order modes of Bessel beams [20, 24], Laguerre-Gauss beams (LGBs) [22, 25] and multi-mode hypergeometric beams [22], with the theoretical conditions necessary for the rotation to occur well understood [20, 22, 23, 26, 27]. In [21] it was shown that the superposition of HOBBS results in a periodically reconstructing beam with rotating and spiral wave features.

Several types of rotating optical beams have been reported. Helical beams have an intensity pattern which rotates at a constant rate about the optical axis but is otherwise unchanged and consists of superpositions of HOBBS of different orders [23]. Spiraling beams are a special case of Helicon beams and have an intensity pattern that is laterally displaced with respect to the optical axis and rotates as a whole around the axis as the beams propagate along it [21, 28-30]. Spiral-type beams have been demonstrated, theoretically [20, 31] and experimentally [29], and as modes of a ring resonator with a beam rotator [32] and shown to correspond to the quantum-mechanical ground states of a charged particle in a uniform magnetic field [33].

Optical twist [34] have both their phase and amplitude describing a helical profile as the beam propagates in free space while optical propellers [35] are optical beams with rotating intensity blades and exhibit self-trapping features. Ahl [36] has also experimentally demonstrated the characteristic rotation of the intensity profile of a partially obstructed optical vortex beam. The intensity cross-section and the geometrical shadow just behind the obstacle rotated in the sense of the beam's handedness.

Despite this extensive body of work on rotating optical fields, a comprehensive experimental study of the observed rotation rates has not yet been done; indeed, no study to date has systematically varied the rotation rate of the beam through control of the parameters predicted by theory. The limited experimental work that does exist has considered only one rotating field, with no parameter control, simply due to the rather complicated manner of generating the rotating beams, fabricated diffractive optical elements with overlapping diffraction orders [23, 26]. Such an implementation method makes a full study time consuming and expensive, since each experiment requires a new mask to be fabricated. In this paper we report on the first quantitative, experimental study of the rotation rates of superpositions of HOBBS with rotating intensity profiles. We implement a method that uses a phase-only SLM to modulate the complex amplitude of light to generate rotating Bessel beams by means of digitally generated annular slits. The method has enabled us to measure, quantitatively, the rotation rates of the resultant intensity profiles for any combination of orders and radial wave-vectors – the two parameters predicted by theory to affect the rate of rotation. We show that by digitally varying the dimensions of the ring-slits programmed on the SLM and the order of the superimposing HOBBS, it is possible to control the rotation rates of the intensity profile, thus making such rotating fields an ideal tool for controlled rotation of trapped particles.

2. Theory

The theory of Bessel beams, as scalar and vector fields, has been studied and reported by many investigators since the seminal work of Durnin et al. [4, 5]. They showed that Bessel fields are free-space, beam-like, exact solutions of the scalar wave equation that do not experience transverse spreading, although they have finite energy density, they have infinite energy. Chaves-Cerda et al. [21] used a more general formulation to describe these beams by employing linear combinations of Neumann and Bessel functions based on travelling wave solutions of the nonparaxial wave equation. They showed that HOBBS, described by higher-order Hankel waves, have a functional dependence on the azimuth coordinate and carry OAM. Tervo and Turunen [37] extended the concept of rotating scalar optical fields (Bessel fields in particular) to the case of electromagnetic fields with propagation-invariant states of polarization and showed that the conditions for rotation are different for scalar and electromagnetic fields. Yu and Dong [38] analysed in detail the vectorial properties of Bessel fields using Hertz potentials, while Hacran and Jäuregui [39] have made a relativistic study of Bessel fields using the same potentials. For a linearly polarised electromagnetic field, a scalar treatment is adequate under certain conditions [40] but detailed electromagnetic behaviour of Bessel fields can only be determined using the vectorial wave equation [41]. In this section we wish to consider the resultant intensity of the coherent superposition of HOBBS. We start by reviewing, for the benefit of the reader, key concepts of the scalar theory of Bessel fields since this is adequate to capture the key aspects of our study.

An ideal Bessel beam is described mathematically by the transverse component of the electric field, in cylindrical coordinates, as

$$E(r, \theta, z) = J_m(k r) \exp[j(k z + m\theta)], \quad (1)$$

where $J_m$ is the $m$th order Bessel function of the first kind and $k = k \sin \alpha$ and $k_z = k \cos \alpha$ are the radial and longitudinal wavenumbers, respectively. $k$ is the magnitude of the wave-vector, and $\alpha$ is the semi-angle of the cone formed by the wave-vectors in frequency space. The angular spectrum of the beam lies on a single ring (thus a single radial wave-vector),
transmission function of which defines the phase of the field: it is understood that the phase within the angular spectrum may be treated as a degree of freedom in creating non-diffracting light fields of arbitrary shapes \([42]\). Zero-order Bessel beams \((n=0)\) are created by encoding a constant phase value within the ring, while HOBBS \(|n| > 1\), require an azimuthal phase dependence within the ring and hence have a non-diffracting dark core due to the resulting phase singularity at the origin, its topological charge is given by \(m\). The size (radius) of the dark central spot increases with the order \(m\) of the Bessel beam.

The phase of a HOBBS varies continuously from 0 to \(2\pi\) a total of \(m\) times in one azimuthal revolution. It is this continuous, periodic variation of the transverse phase with the azimuthal coordinate that makes it possible to generate a rotating Bessel field with propagation-invariant features \([43]\).

2.1. Superposition of higher-order Bessel beams

Bessel beams can be considered as a set of plane waves propagating on a cone, such that each plane wave undergoes the same phase shift \(k_r\Delta z\) over a given propagating distance \(\Delta z\) \([2]\). The angular spectrum of a Bessel field is a ring in \(k\)-space and hence a Fourier transform of the ring results in a Bessel beam in configuration space. This is the basis of the first experimental generation of Bessel beams by Durkin et al. \([5]\). The half-angle \(\alpha\) of the cone described by the plane waves is \(\alpha = \tan^{-1}(kr/k_r)\) \([2]\) where \(kr\) and \(k_r\) are as defined earlier.

The superposition of two Bessel fields can therefore be considered as the interference of two sets of waves, with each traversing a cone of half-angle whose magnitude is determined by the radial and longitudinal wave-vectors of the propagating waves. Figure 1 shows the digitally generated annular rings used to superimpose the Bessel fields and the geometrical illustration of the interaction of the two interfering Bessel beams.

Consider the superposition of two HOBBS of orders equal in magnitude but of opposite topological charge, that is, of orders \(m\) and \(-m\), respectively. If the two beams propagate with slightly differing wave-vectors, the resultant field may be expressed as

\[
E_{m,-m}(r, \theta, z) = \mathcal{F}_m(k_r r) \exp\left((kr z + m\theta)\right) + \mathcal{F}_{-m}(k_r r) \exp\left((kr z - m\theta)\right),
\]

where \(k_r\), \(k_\theta\), and \(k_z\), are, respectively, the radial and longitudinal wave-vectors of the two beams. The intensity of the superposition is obtained directly from Equation (3) as

\[
I_{m,-m} = \mathcal{F}_m(k_r r) + \mathcal{F}_{-m}(k_r r) + 2\mathcal{F}_m(k_r r)\mathcal{F}_{-m}(k_r r)\cos(\Delta k z - 2m\theta),
\]

where

\[
\Delta k = k_r - k_z = \frac{2\pi}{\lambda} \left( \cos\left(\frac{\theta}{2}\right) - \cos\left(\frac{\theta}{2}\right) \right).
\]

This shows that, if \(r_1\) and \(r_2\) are the radii of the inner and outer annular rings, respectively.

One can simplify Equation (3) by approximating \(k_r - k_z\) and hence \(I_m(k_r r) - I_m(k_r r) = I_m(k_r r) - I_m(k_r r)\) and applying the Bessel function identity \(J_m(k_r r) = (-1)^m J_m(k_r r)\), the intensity of the superposition \(I_{m,-m}\) is proportional to

\[
I_{m}^2(k_r r) \cos^2(m\theta).
\]
This approximation allows one to more readily note, from Equation (6), that the intensity of the superposition field is modulated in the azimuthal coordinate by the function \( e^{i\theta} \). From the properties of the cosine function, we note that the number of intensity maxima is twice the order \( m \) of the beams. Thus, the superposition of an \( m \)th order Bessel beam with its mirror image (with order \( -m \) Bessel beam) produces a resultant intensity pattern having \( 2|m| \) lobes, or ‘petals’, arranged on the circumference of the set of rings defined by the enveloping Bessel function (radial only).

The intensity profile of the resultant field rotates about the azimuthal coordinate as the beam propagates along the \( z \) direction. To see how the rotation arises, consider Equation (5): the term in square brackets determines the angular position of the resultant lobes along the circumference of the circle. Since for any two superimposed beams \( A_k \) and order \( m \) are constants, the azimuthal coordinate which gives the angular position of the petals changes with the propagation distance of the beam and hence the entire intensity profile rotates about the common centroid, the centre of the dark core. The angle of rotation has been predicted [20, 22] to be given by \( \theta = A_k/2m \), and the rate of rotation of the intensity profile given by \( d\theta/dz = A_k/2|m| \) is constant. The rotation rate, in radians per meter, varies linearly with the difference between the longitudinal wave vectors of the superimposing beams but inversely with the order \( |m| \) of the beams. Thus, by appropriately measuring the angle of rotation of the intensity pattern at various propagation distances, it is possible to determine the rotation rate of the intensity profile and to investigate the effect of changing the values of \( A_k \) and order \( m \) on the rotation rate. We outline later (see Section 3) a method by which to execute such a study and hence verifying the theory.

2.2. Generation of rotating Bessel beams

Rotating Bessel beams can be realized by superimposing two HOBs of the same or different orders, or by interfering a HOBB with a reference wavefront (e.g., a plane or a spherical wave). Rotating Bessel beams have been experimentally generated using diffractive optical elements such as an axicon with a phase hologram [23, 28, 29] or using an annular ring and a phase hologram programmed on an SLM [20]. A Mach–Zehnder type interferometer in which the HOBB is split into two beams has also been applied [43]. The handedness of the beam in one arm of the interferometer is then inverted before recombining it with the other beam to form a superposition of HOBs. Spiral-type beams have been generated as modes of a ring resonator with a beam rotator [32].

Although the efficiencies of some of these methods are relatively high, the ability to dynamically control the parameters, such as the phase velocity, and order of the superimposing HOBs, which affect the properties of the resultant beam, is limited. This limitation can be overcome by using an SLM onto which digitally generated annular rings are encoded, each ring of equal width but differing radial wave vectors (see Figure 1). The field emanating from each annular ring propagates with a particular phase velocity determined by the radial wave-vector of the field, which can be controlled by simply altering the average radius of the ring (\( \bar{k}_r \) and \( \bar{k}_p \) in Figure 1). Appropriate modulation of the phase within each ring, thus defining the angular spectrum of the resultant fields, allows one to generate superpositions of two HOBs. The number of petals, the radius of the circular array and rate of rotation of the resultant intensity profile can easily be varied by changing the defining parameters of the phase mask programmed onto the SLM. Figure 1 shows the geometrical evolution of the superposition of the two HOBs: such fields generate their own propagation invariant region (where the conical waves for overlap while the superposition of the HOBs occurs in the region of overlap between the two propagation invariant regions.

3. Experimental methodology and results

The experimental setup is depicted in Figure 2. A linearly polarised He-Ne laser beam (\( \lambda = 633.8 \) nm and beam radius of about 0.5 mm) was expanded through a 6-k telescope and directed onto the liquid crystal display (LCD) of a SLM (HoloEyes, PLUTO-VIS,
with 1920 × 1080 pixels (each pixel being of width 8 µm) over an active sensor area of approximately 15 × 9 mm², with a fill factor of ~50%, and calibrated for a 2π phase shift at 632.8 nm. In a past experiment [20] a physical ring-slit was illuminated by the expanded beam and relay imaged onto the plane of the LCD where the azimuthal phase variation was imparted to the ring field. In this setup we have implemented a technique which allowed us to remove the physical ring-slit from the setup and instead make use of our phase-only SLM to represent the ring-slit. The technique involves addressing alternating sets of pixels on the LCD with phase values that are out of phase by π, resulting in the light reflected from the LCD being scattered from its initial propagation axis [44]. This enabled us to create digital holograms that mimic pure amplitude functions, which we used to encode annular ring transmission functions of full widths 56 µm, 108 µm, 180 µm, 220 µm, 264 µm and 344 µm for each of the experiments, respectively. Each annular ring ‘amplitude’ transmission function was sub-divided into two ring slits of equal width, with each encoded with an azimuthal ‘phase’ transmission function, of opposite handedness, from azimuthal order m = 1 to m = 6. This approach allowed us to operate our phase-only SLM in both amplitude and phase mode, permitting the reproduction of Durin’s ring-slit [5] but with control over the phase within the annular rings.

Examples of phase patterns addressed to the SLM are given in the top row of Figure 3. Not shown in Figure 3 is a blazed grating of 13 pixels per period, added to the phase patterns to separate the non-diffracted and diffracted components reflected from the SLM (the diffraction efficiency of our SLM is more than 80%). The Fourier transform field, at the focal plane after f/1.3 was magnified with a 10× objective and captured on an CCD camera (Spiricon, IBA-PW-SCOR-7350115). The objective and camera were positioned on translation stages on an optical rail in order to investigate the propagation of the resulting field.

In the phase patterns (top row, Figure 3) the ring-slit is separated into two annular rings each possessing an azimuthal phase of equal order but opposite handedness. The resulting fields for various values of order |m|, observed in the Fourier plane, as intensity patterns, are depicted in the middle row of Figure 3. The images were approximately 0.2 mm × 0.2 mm in the Bessel zone. When the orders, |m|, of the two azimuthal phases were equal but of opposite handedness, a ‘petal’ structure was produced, where the number of ‘petals’ is denoted by |m|. The agreement between experiment (Figures 3(g)-(l)) and theory (Figures 3(m)-(p)) is excellent, demonstrating that this simple method is highly accurate for such experiments.

Images of the intensity profiles of these non-diffracting fields were captured at discrete distances, measured from the Fourier lens, along the propagation axis (an example is given in Figure 4) and the angular position of a selected ‘petal’ was calculated for each frame. The angular position for a particular ‘petal’ was plotted as a function of the propagation distance of the field (see Figure 5), and the rotation rate of the field was determined from the slope of the straight line which best fits the measured data. Using the example

Figure 3. The top row represents the phase patterns applied to the LCD of the SLM for the following values of |m|: (a) 1, (b) 2, (c) 3, (d) 4, (e) 5 and (f) 6. The corresponding experimentally observed intensity profiles, for the fields in the Fourier plane, are shown in the middle row and the theoretical predictions in the bottom row. (The color version of this figure is included in the online version of the journal)
Figure 4. (a)-(k) Images of the intensity profiles of the experimentally produced field, for $|\phi|=3$, captured at intervals of 10 mm along the propagation axis. The yellow 'X' denotes a selected 'petal'. Monitoring the change in position of this petal illustrates a rotation on the field as it propagates. (b) The initial Gaussian beam which illuminated the SLM. (The color version of this figure is included in the online version of the journal.)

Figure 5. Graph of the angular position of a 'petal', for the field where $|\phi|=3$ and $A=65,689r$, as a function of the propagation distance $z$. (The color version of this figure is included in the online version of the journal.)

in Figure 5, the slope of the linear fit was calculated to be $9.6 \text{rad/m}$, within $11\%$ of the theoretically calculated result of $11.1 \text{rad/m}$. The error between the experimentally measured and theoretically calculated rotation rates is attributed to the technique we implemented to calculate the angular position of the 'petal'.

The coordinate for the centroid of the petal was obtained by manually selecting the pixel at which the peak value of the 'petal' intensity occurs. In order to determine the standard deviation in the angular position, we assumed that the manually selected coordinate lies within a one-sixth range of the petal's diameter from the true centroid,

$$\delta_\alpha = \arctan\left(\frac{\sigma}{R}\right) = \arctan\left(\frac{D}{18R}\right),$$  \hspace{1cm} (7)

where $D$ is the diameter of the 'petal' and $R$ is the distance from the centre of the field to the centroid of the petal. Since the standard deviation in the 'petal' position is scaled as a function of $R$ and it is evident from Figure 3 that $R$ increases with the order, $|\phi|$, so the standard deviation also scales as a function of the order, $|\phi|$. For example plotted in Figure 5, the standard deviation in the abscissa is $80\text{mrad}$. The smallest increment on the optical rail on which the detection system was mounted, and which is equal to the absolute error in the abscissa, was $1\text{mrad}$. Figure 5 shows the measurement result for the angular position as a function of the propagation distance for the case where the order of the azimuthal phase variation was $|\phi|=3$ and the difference between the
two wave-vectors was $\Delta k \sim 66 \text{ m}^{-1}$, calculated using Equation (4).

Note in Figure 4 that, as expected, the petal structure appears at the beginning of the propagation region where low intensity, reaches a maximum mid-way through the region, and then decreases again as the conical waves separate out again back to an annular ring structure. However, while the scale of the pattern is invariant, the intensity rotates about the propagation axis. This angular shift as a function of propagation distance can be deduced for the petal structure, with an example of the Figure 4 data shown in Figure 5.

Similar graphs were obtained for various values of $|m|$ and $\Delta k$ and the corresponding experimental rotation rates were deduced from the slopes of their linear fits (not shown here due to space restrictions). Figures 6 and 7 show the plots of these experimental rotation rates as a function of the order of the azimuthal phase variation, $|m|$, and the difference between the two wave-vectors, $\Delta k$, respectively. Overlaid with the experimental data are the theoretical predictions, shown with dashed lines. By increasing the magnitude of $|m|$, there is a hyperbolic decrease in the rotation rate, evident in Figure 6, where measured rotation rates, for six different values of $|m|$, are plotted as a function of the order $|m|$ of the superimposed beams.

The measured data was also interpreted by plotting the rotation rate as a function of the difference between the two longitudinal wave-vectors as depicted in Figure 7. Increasing the difference between the two wave-vectors, which was achieved by increasing the width of the inner and outer annular rings, increased the rotation rate of the 'petal' structure. Figures 6 and 7 both show good agreement between the measured data (solid points) and the theoretical predictions (dashed curves).

The standard deviation in the rotation rate was determined by the standard deviation in the slope of the graph of the 'petal' position, $\theta$, as a function of the propagation distance, $z$, by making use of the following relationship:

$$\theta = \text{slope} \times z \rightarrow \theta _{\text{slope}} = \frac{\theta _{\text{ref}} - \theta _{\text{ref}}}{z}.$$  \hspace{1cm} (8)

$\delta _{\theta}$ is the standard deviation in the angular position of the petal determined by Equation (6) and $\theta$ is the median of the propagation intervals at which the field is captured. The standard deviation for the rotation rate, for the case when $|m| = 3$, was found to be $\sim 0.5 \text{ rad/m}$. The radius of each ring-slit could be accurately measured to within a single pixel. Taking this absolute error for the radius of the two ring-slits into account, the absolute error for the difference between the two wave-vectors (the abscissa of Figure 7) was $\sim 6 \text{ m}^{-1}$. For all the results shown thus far, the azimuthal phase within the outer ring-slit varied from black to white in a clockwise direction and that in the inner ring-slit in an anticlockwise direction. Inverting the handedness of the two ring-slits resulted in the field rotating with the same rate, but in the opposite direction. This is observed in the video slides in Figure 8.

4. Conclusion
We have demonstrated an experimental technique to produce rotating superpositions of Bessel beams using digital implementations of their respective angular
spectra on a SLM. We have quantified several physical observables such as the angular displacement of the transverse intensity patterns as a function of the beam propagation distance, beam rotation rates as a function of azimuthal orders for beams with different spatial bandwidths and the dependency of rotation rate with spectral content for superpositions with different azimuthal indexes, all found to be in excellent agreement with theoretical predictions. We have shown that by varying the extent of the annular shaped spectra and the order of the beams imprinted on the SLM, arbitrarily fine control over the rotation rates of the intensity profile can be achieved, thus making these rotating fields an ideal tool for controlled rotation of trapped particles in optical trapping experiments. Finally, it should be noted that overall optical efficiency was not a consideration in this study; however, by illuminating the digital holograms with an annular field from a conical telescope (two inward facing axicons, suitably separated), the efficiency of the system can be made close to the efficiency of the SLM used.
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In this work we derive expressions for the orbital angular momentum (OAM) density of light, for both symmetric and nonsymmetric optical fields, that allow a direct comparison between theory and experiment. We present a simple method for measuring the OAM density in optical fields and test the approach on superimposed counterpropagating higher-order Bessel beams. The measurement technique makes use of a single optical light modulator and a Fourier transforming lens to measure the OAM spectrum of the optical field. Quantitative values for the OAM density as a function of the radial position in the optical field are obtained for both symmetric and nonsymmetric superpositions, illustrating good agreement with the theoretical prediction.
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1. Introduction

Since the discovery of optical fields carrying orbital angular momentum (OAM) [1], many new avenues in the field of classical and quantum optics have been initiated, ranging from the transfer of OAM to particles in optical tweezers [2] to the entanglement of OAM in parametric downconversion [3]. Fields that carry OAM of ℓℏ per photon, some of which include Laguerre–Gaussian beams [4], Bessel–Gaussian beams [5], and Airy beams [6], have an azimuthal angular dependence of exp(ιℓφ), where ℓ is the unbounded azimuthal mode index and φ is the azimuthal angle. Since these fields possess OAM in an unbounded state-space, they provide a larger bandwidth for quantum cryptography [7–9], leading to many applications being dedicated to the measurement of OAM in order for higher-dimensional quantum information processing to be successful.

Many techniques exist in the area of measuring OAM, from computer generated holograms [5,10–12] to interferometers [13–15]. Even though the aforementioned techniques are efficient at sorting modes (and even in some cases single photons) carrying OAM, they do not allow one to obtain a quantitative measurement for the OAM density and instead only measure the global OAM—the average value across the entire field. In the last year, more techniques that measure the local OAM have appeared, from demultiplexing free-space OAM-carrying beams [16] to studying the diffraction patterns of helical beams [17]. Many publications demonstrate the transfer of local OAM to trapped particles [18–20] by illustrating that the rotation rates of a particle trapped at different radial positions in a multiringed beam are proportional to r−3 [19], or by illustrating that particles trapped at different radial positions in an optical field (produced by interfering two vortex beams with unequal charges) rotate in opposite directions [20]. The only attempt, to the best of our knowledge, to make quantitative measurements of the OAM carried in an optical field have been made by merely measuring these rotation rates [21,22]. Measuring OAM by demonstrating rotation within an optical tweezing system is not only...
an indirect measurement but also a difficult experiment to conduct. The results of these findings only illustrate that the rotation rates reveal that the transferred angular momentum increases linearly with laser power [21] and that the rotation rates of low-index particles, which locate themselves in the dark regions of optical fields, are not impeded by beam imperfections [22]. Another, even more complicated, technique makes use of Doppler shifts due to a rotating detector [23,24], which allows for the reconstruction of the OAM spectrum of an optical field and has been tested with Laguerre-Gaussian modes of different azimuthal orders [25].

In this paper we present a technique for a simple and direct measurement of the OAM density that requires only a spatial light modulator (SLM) and a lens. Having a tool to perform a quantitative measurement of the OAM density will prove useful not only in quantum information but also in determining the loss in angular momentum as optical vortices breakup during nonlinear propagation [26]. We formulate the theoretical equation for the OAM density for both symmetric and nonsymmetric fields and use the Fresnel diffraction integral to formulate an experimental form for the OAM density, allowing for the first time (to our knowledge) a quantitative measurement of the OAM density of the field. We implement this simple experimental technique to obtain quantitative measurements for the OAM density for both symmetric and nonsymmetric superpositions of nondiffracting higher-order Bessel beams.

2. Concept of the OAM Density Measurement

In this section we investigate how the OAM density of an optical field can be measured. An illustration that will aid the theoretical description, as well as the experimental measurement, of the OAM density is given in Fig. 1(a), Figure 1(b), which denotes a schematic of the experimental setup for the OAM density measurement, is separated into two parts: (1) the generation of the optical field and (2) the measurement of the OAM density, which is achieved by performing a modal decomposition of the optical field.

A Symmetric Superposition of Two Bessel Beams

In this paper, we use Bessel beams as a basis set for OAM-carrying fields and classify the superpositions of nondiffracting higher-order Bessel beams into symmetric and nonsymmetric. In our derivation of both the theoretical and experimental OAM densities, we will start with the symmetric case and later develop the argument for the nonsymmetric case. Consider the amplitude for a symmetric superposition of two Bessel beams, of opposite azimuthal orders, as given by

\[ u(r, \theta, z) = A_0 J_l(\rho r) \exp(\pm i \Delta k z) \exp(i\ell \phi) + \alpha J_l(-\rho r) \exp(-i \Delta k z) \exp(-i \ell \phi), \]

where \( J_l \) and \( J_{-l} \) denote the Bessel functions of order \( l \) and \(-l\), respectively, \( \rho \) and \( \alpha \) denote the radial wavenumbers of the two fields, and \( \Delta k \) denotes the difference between the longitudinal wavenumbers. We start with this special case, as the theoretical OAM density is already known [25].

To experimentally create such a field, Dumit's ring slit [27] method is used; however, the ring slit is encoded digitally [28] onto an SLM. By dividing the ring slit into two ring slits and encoding the azimuthal phase within the ring slits to vary azimuthally in opposite directions, a superposition of two oppositely handed Bessel beams can be generated. For the example given in Fig. 1(c), the phase within the inner ring slit varies three times in a clockwise...

![Fig. 1](image-url)
direction \( l = 3 \), and three times in a counterclockwise direction \( l = -3 \) in the outer ring slit, thus transforming the initial Gaussian beam (Fig. 14a) into a superposition of two Bessel beams, of orders \( l = 3 \) and \( -3 \), denoted by the "petal" structure (Fig. 14b).

The widths of the two ring slits can be adjusted, consequently increasing or decreasing the energy present in the two Bessel beams. The energy contained within the first Bessel beam, \( J_l \), is denoted by \( A_0 \) in Eq. (1), and the energy contained within the second Bessel beam, \( J_{-l} \), is denoted by \( a_0 A_0 \), with the constants determined as

\[
A_0 = \sqrt{\int_{r_0}^{\infty} \exp(-2(|u|/\rho)^2) \rho \, d\rho},
\]

\[
a_0 = \sqrt{\int_{r_0}^{r_1} \exp(-2(|u|/\rho)^2) \rho \, d\rho} / \int_{r_1}^{r_2} \exp(-2(|u|/\rho)^2) \rho \, d\rho,
\]

where \( r_1 \) and \( r_2 \) denote the bounds of the inner and outer radii for the inner and outer rings, respectively, and \( r_0 \) is the radius of the Gaussian beam illuminating the ring slit.

In determining a theoretical equation for the OAM density of the Poynting vector for the optical field on the optical path of Eq. (1) needs to be solved:

\[
\vec{S} = \frac{\epsilon_0 \omega e^2}{4} \left[ |u|^2 \nabla \times \vec{A} + \frac{\nabla |u|^2}{2} \right],
\]

where \( \epsilon_0 \) is the permittivity of free space, \( \omega \) is the speed of light, \( e \) is the wave number, and \( u \) is the amplitude of the field described in Eq. (2). The OAM density \( J_\ell \), can then be determined from the Poynting vector by the following relationship:

\[
J_\ell = \frac{1}{\sigma^2} (\vec{r} \times \vec{S}),
\]

resulting in [23]

\[
J_{\ell}^{\text{THEORY}} = \frac{\epsilon_0 \omega e^2}{2} \left[ \rho f_\ell(r, \theta) + \rho^2 \delta \rho \rho f_\ell(r, \theta) \right],
\]

the theoretical description of the OAM density for the symmetric superposition described in Eq. (1).

Once the optical field is generated, a quantitative measurement of the OAM density, given theoretically in Eq. (3), can be made by measuring the weighting of each azimuthal mode present in the optical field, which is done by performing the inner product described in the decomposition section of Fig. 14a:

\[
a_\ell \left( r, \theta \right) = \frac{1}{\int_{\theta}^{\delta \theta}} \int_{\rho}^{\delta \rho} u(r, \theta, \rho, \delta \rho, \rho) \, d\rho \, d\theta.
\]

\( a_\ell \) is the weighting of the azimuthal mode of order \( n \) present in the optical field \( u(r, \theta, \rho) \), described by Eq. (1) and \( (r, \theta) \), which is the transmission function of SLM 2 in Fig. 14a, and is termed the match filter, is chosen by the azimuthal mode \( \exp(i\ell \theta) \), within the bounds \( R_1 < r < R_2 \). The concept of using a match filter to detect predetermined signals within a noisy background was first demonstrated nearly 50 years ago [29]. This involved implementing complex spatial filters encoded onto film to identify geometric shapes, letters, and signals within random noise. The inner product is executed experimentally by directing the optical field, \( u(r, \theta, \rho) \), onto a match filter [encoded on an SLM and denoted in Fig. 14b] and viewing the Fourier transform (depicted in Fig. 14b).

The match filter, an example of which is given in Fig. 14d, consists of a ring slit placed at a particular radial position \( R \), which allows one to select the radial position within the optical field. The azimuthal phase within the ring slit varies as \( \exp(i\ell \theta) \). For this particular example [Fig. 14c], the weighting of the azimuthal mode, \( a_\ell \) (i.e., \( a_\ell \)), is being measured. By adjusting the azimuthal phase within the ring slit and the radius of the ring slit, various azimuthal weights at different radial positions in the optical field can be measured. This technique is not restricted to superpositions of Bessel beams but can be used on any OAM carrying optical field.

To relate the weighting of the azimuthal mode to a quantitative laboratory measurement, we require the inner product of \( a_\ell \) and \( f \) to be determined. The inner product, located at plane \( P \) in Fig. 14b, and defined as \( \int f(r, \theta, \rho) \times u(r, \theta, \rho) \, dr \, d\theta \), is determined by making use of the Fresnel diffraction integral to propagate the field from SLM 2 (the initial field, \( u(r, \theta, \rho) \)), multiplied by the transmission function \( f(r, \theta, \rho) \), of the match filter to plane \( P \) (the plane of the inner product):

\[
u^2(r, \theta, \rho) = \frac{\exp(i2\phi)}{12f} \int_0^\infty \int_0^\pi f(r, \theta, \rho) u(r, \theta, \rho) \times \exp\left(-\frac{k}{f} \frac{1}{2} \cos(\theta - \phi) \rho \right) \, dr \, d\theta,
\]

where \( f \) is the focal length of the lens used in the decomposition.

If Eq. (3) is evaluated at the origin, \( f = 0 \), then we return the desired inner product between the field \( u(r, \theta, \rho) \) and the match filter \( f(r, \theta, \rho) \). We also know that when the match filter consists of the complex conjugate of one of the azimuthal modes present in the initial field, the weighting of the azimuthal mode, \( a_\ell \), and the on-axis intensity of the inner product, \( I(\rho = 0) \) will be nonzero; therefore, we need only consider the cases when the azimuthal mode of the match filter is either \( l = -l \) (i.e., \( n = l \) and \( -l \)). By substituting Eq. (1) into Eq. (3), and considering the signal at the origin, \( u^2(0, \theta, \rho) \), for cases when the azimuthal mode index of the match filter is either \( l \) or \( -l \), we find, respectively,
\[ u_r^2(p = 0, z) = \frac{\exp(2ikf)}{i f} \frac{2\pi A_0}{\pi} \int_{R_1}^{R_2} \exp(i\Delta k z) r dr, \]  
\[ u_r^2(p = 0, z) = \frac{\exp(2ikf)}{i f} \frac{2\pi A_0}{\pi} \int_{R_1}^{R_2} J_r(q r) \exp(-\Delta k z) r dr. \]  
\[ R_1 \) and \( R_2 \) are the inner and outer radii of the ring slit, representing the match filter [Eq. (5)]. Since the ring slit in the match filter can be made arbitrarily thin, Eqs. (9) and (10) can be simplified by noting that the ring slit may be assumed to be at a radial position \( R = R_1 = R_2 \) and of width \( 2\Delta R \), resulting in:

\[ u_r^2(p = 0, z = R) = \frac{\exp(2ikf)}{i f} \frac{2\pi A_0}{\pi} 2\Delta R \cdot R f(q r) \exp(i\Delta k z), \]  
\[ u_r^2(p = 0, z = R) = \frac{\exp(2ikf)}{i f} \frac{2\pi A_0}{\pi} 2\Delta R \cdot R J_r(q r) \exp(-i\Delta k z). \]  

The Bessel function is evaluated at \( R \), which is the radius of the ring slit, represented in the match filter.

Since the intensity of an optical field is defined as \( I = q_0(q_0)^2 \), the following relationships between the measured intensity at the origin of the inner product, \( I(0) \) (for the case where the azimuthal mode index of the match filter is either \( l = 0 \) or \( -1 \)), and the theoretical Bessel functions can be formed:

\[ I(0) = \frac{\beta}{4\pi \Delta R \cdot R A_0} \left( \frac{f}{4\pi \Delta R \cdot R A_0} \right)^2 \]  
\[ I(0) = \frac{\beta}{4\pi \Delta R \cdot R A_0} \left( \frac{f}{4\pi \Delta R \cdot R A_0} \right)^2 - \frac{\pi}{4} 2n^2 J_2^2(q R). \]  

Substituting the above two equations, Eqs. (3) and (4), for the Bessel functions, \( J_l \) and \( J_{-1} \), into the theoretical result for the OAM density, Eq. (5), results in the following equation:

\[ L^{\text{FCZ}}(R) = \frac{\beta}{2\pi \Delta R} \left( \frac{f}{8\Delta R} \right)^2 (I(0) - I_{-1}(0)), \]  

which is used to calculate quantitative measurements of the OAM density. \( \beta \) is a factor for the optical efficiency of the experimental setup, and \( \Delta R \) is the area (4\pi \Delta R \cdot R) of the ring slit in the match filter and is a function of its radial position, \( R \).

B. Generalized Symmetric Superposition

The optical field for which we wish to measure the OAM density, as described in Eq. (1), can be extended to a generalized form:

\[ u(r, \theta, z) = A_0 \sum_{l = -\infty}^{\infty} a_l J_l(q r) \exp(i\Delta k z) \exp(\pm i\theta), \]  

where \( a_l \) and \( a_{-l} \) denote the energy contained in each of the ring slits with respect to the energy contained in the innermost ring slit. Because of the fact that the \( \theta \)-component of the Poynting vector, \( S_{\theta} \), is a linear operator (the proof is contained in detail in Appendix A), the OAM density for the generalized field described in Eq. (10) can be described both theoretically and experimentally by extending the results given in Eqs. (2) and (13), as,

\[ L^{\text{EXPERIMENTAL}}(r) = \frac{\pi A_0^2}{2} \sum_{l = -\infty}^{\infty} n^2 J_2^2(q r) \exp(-i\Delta k z), \]  

C. Nonsymmetric Superposition of Two Bessel Beams

The other case that is investigated in this paper is that of nonsymmetric superpositions of Bessel beams, and in the following equations we will outline the theoretical analysis for obtaining the OAM density. The amplitude of a nonsymmetric superposition of two Bessel beams can be described as:

\[ u(r, \theta, z) = A_0 \left[ J_l(q r) \exp(i\Delta k z) \exp(\pm i\theta) \right. \]  
\[ + a_{-l} J_{-l}(q r) \exp(-i\Delta k z) \exp(\pm i\theta), \]  

where the azimuthal indices are of different orders, \( l \neq -m \). Following the same procedure in determining the Poynting vector and consequently the OAM density previously described for the symmetric case [Eqs. (4) and (5)], the OAM density is determined theoretically by:

\[ L^{\text{THEORY}}(r, \theta, z) = \frac{\pi A_0^2}{2} \left( \frac{f}{8\Delta R} \right)^2 \sum_{l = -\infty}^{\infty} (l^2 + m^2) J_2^2(q r) \exp(-i\Delta k z) \exp(\pm i\theta), \]  

Since the above equation is a function of the azimuthal angle, \( \phi \), in the plane of the inner product, it is evaluated by summing the OAM density values for a range of angles varying from 0 to 2\pi.
Equation (20), unlike the OAM density for the symmetric case, is a function of $\Delta z$, and given that its effect on the optical field is only a constant phase shift (a rotation in the intensity profile of the optical field), it can be ignored.

To relate a quantifiable measurement to the theoretical OAM density [Eq. (20)], the same procedure as described in Eqs. (13)-(14) is followed, and the final results, which relate the on-axis intensity in the inner product plane $P$ to the theoretical Bessel functions, are

$$
J_n(0) \left( \frac{f_1}{\pi n \Delta R \cdot R_0} \right)^{3/2} = J_0(q_1 R_0),
$$

(21)

$$
J_n(0) \left( \frac{f_1}{4 \pi n \Delta R \cdot R_0} \right)^{3/2} = J_0(q_1 R_0).
$$

(22)

Here in the theoretical analysis of the nonsymmetric case, the azimuthal mode index, $n$, of the matched filter is set to both $f$ and $m$.

Substituting the above two equations, Eqs. (21) and (22), into Eq. (20), the form for obtaining an experimental measurement of the OAM density is

$$
L_{\text{exp}}(R, \phi, z) = \frac{\omega}{2\lambda \gamma^2} \left( \frac{f}{S_{\text{mag}}} \right)^2 \left[ y_l(0) + mL_m(0) \right] + (l + m) \cos((l - m)\phi) + 2 \Delta z \frac{\sqrt{J_l(0)J_m(0)}}{\sqrt{J_n(0)}},
$$

(23)

This result is also a function of the angle, $\phi$, in the plane of the inner product, and since only a single measurement of the on-axis intensity in the inner product plane can be made, no measurement for the angle $\phi$ can be obtained. To resolve this issue, the experimental equation for the OAM density is integrated over $\phi$, resulting in the average OAM density

$$
L_{\text{exp}}(z) = \frac{\omega}{2\lambda \gamma^2} \left( \frac{f}{S_{\text{mag}}} \right)^2 \left[ y_l(0) + mL_m(0) \right],
$$

(24)

where the term $\Delta z$ can be neglected. Since the above experimental measurement, Eq. (24), has no angular dependence on the optical field, the measurement does not pertain to a specific radial direction but is in fact merely an average measurement across the field.

D. Generalized Nonsymmetric Superposition

Similarly, as in the symmetric case, the amplitude of the nonsymmetric superposition can be extended to consist of many Bessel beams, as in the following form:

$$
\begin{align*}
\psi(r, \theta, z) &= \sum_{l=0}^{N} \sum_{m=-\infty}^{\infty} \sum_{n=-\infty}^{\infty} a_{lmn} J_l(q_{lmn} r) \exp(\pm i \Delta k_{lmn} z) \exp(\pm i \theta) \\
&\quad + \sum_{m=1}^{N} a_{m} J_m(q_{m} r) \exp(\pm i \Delta k_{m} z) \exp(\pm i \theta). \quad (25)
\end{align*}
$$

Even though the $\phi$-component of the Poynting vector, $S_\phi$, is a linear operator and the theoretical and experimental OAM densities can be extracted by extending the simple form in Eqs. (20) and (23), the equations become very cumbersome and have thus been neglected in this paper. However, if the reader wishes to calculate the OAM density for such fields, this can be easily achieved by substituting the amplitude of the field into Eq. (4) to determine the Poynting vector for calculating the theoretical OAM density.

In this paper, we experimentally test the results given above by measuring the OAM density for six separate optical fields. The first three fields consist of a superposition of two Bessel beams, of orders 3 and $-3$, where (1) the energy in the two ring slits used to generate the optical fields is equal, (2) that in the outer ring slit is heavily weighted, and (3) that in the inner ring slit is heavily weighted. The theoretical and experimental OAM densities are calculated through the use of Eqs. (7) and (15). The fourth optical field is a nonsymmetric superposition of two Bessel beams, where $l = 3$ and $m = -4$, and the required results are obtained through the use of Eqs. (29) and (40). The fifth involves a superposition of three Bessel beams, and even though the OAM density is not explicitly given in the paper, it is easily calculated by substituting the amplitude of the optical field into Eqs. (4) and (5). This is also the case with the last optical field, a nonsymmetric superposition of four Bessel beams.

The experimental setup for measuring the OAM density of the optical fields, discussed above, is given in the following section, accompanied with the theoretical and experimental results.

3. Experimental Methodology and Results

The experimental setup for the measurement of the OAM spectrum at specific radial positions for the coherent superposition of Bessel beams is denoted in Fig. 2. To generate the various superimposed Bessel beams, for which we intend to calculate the OAM density, a He-Ne laser ($l = 633$ nm) was expanded through a 6x telescope and directed onto the liquid crystal display (LCD) of an SLM labeled LCD1. The fields consisting of superpositions of higher-order Bessel beams were generated in a similar approach to Durnin's ring slit [21] method, except that the ring slits were implemented digitally [22] onto LCD1. (HoloEye, PLUTO-VIS, with 1280 $\times$ 1080 pixels of pitch 8 $\mu$m and calibrated for a 2x phase shift at 633 nm).

Some of the digital ring slit holograms programmed onto LCD1, for the creation of superimposed Bessel beams are given in the first column of Fig. 3. To create an amplitude ring slit digitally on a phase-only SLM, the area surrounding the ring
slit, which we do not want to transmit any light, is encoded with a “checkerboard” pattern. By assigning alternating sets of pixels on LCD, with phase values that are out of phase by \( \pi \), the light reflected from the LCD is scattered from its initial propagation axis (29–30).

A. Symmetric Superposition of Two Bessel Beams

The first three digital holograms, represented in the first column of Fig. 3, consist of a ring slit separated into two ring slits possessing azimuthal phases of equal order but opposite handedness (i.e., \( l_{\text{inner}} = 3 \) and \( l_{\text{outer}} = -3 \)). However, the widths of the two ring slits differ in Figs. 3(a) and 3(b). This allowed us to control the weighting of the two Bessel beams and subsequently set the values of \( \Delta \theta \) and \( q \) in Eq. (1). The dimensions (in pixels) of the ring slits in Fig. 3 are (a) \( r_1 = 173 \), \( r_2 = 188 \), \( \Delta r_1 = 7 \), \( \Delta r_2 = 23 \); (b) \( r_1 = 173 \), \( r_2 = 188 \), \( \Delta r_1 = 7 \), \( \Delta r_2 = 7 \). In the case that LCD was encoded with two ring slits where the orders of the two azimuthal phases were of equal but opposite handedness, a “petal” structure was produced, where the number of “petals” is denoted by 2(1) [Figs. 3b and 3c], as expected from theory (29). In the following two cases (Figs. 3d and 3e), the two ring slits had slightly different areas, resulting in the energy contained in the two Bessel beams being of slightly different weights. In Figs. 3e and 3f, the \( l = -3 \) order Bessel beam is heavily weighted by increasing the area of the outer ring slit, giving rise to a “smearing” of the “petals” as the \( l = -3 \) order Bessel beam dominates the optical field. Similarly, this is also evident in the case of Figs. 3b and 3c, where the \( l = 3 \) order Bessel beam is heavily weighted by increasing the area of the inner ring slit.
The resulting superposition field, formed at the focal plane of \( L_2 \), was magnified with a 10× objective, \( O_2 \), and directed to the LCD of the second SLM, \( LCD_2 \). A pop-up mirror, \( PM_1 \), was used to direct the field at the plane of \( LCD_2 \) so as to be recorded on CCD_2. (Spiricon, LBA-PW-SORR-7350115), so that the radial positions within the optical field could be quantitatively measured. LCD_2 was programmed with a matched filter, \( exp(-i\rho) \), together with lens \( L_3 \), was used to perform the inner product of the incoming field with the matched filter given in Eq. (7). The matched filter, also programmed as a digital hologram, consists of a single ring slit which also makes use of the “checkerboard” pattern. Since the matched filter is programmed digitally, the radius of the ring slit, as well as the azimuthal phase within the ring slit, can be easily varied. This dynamical aspect of the SLM allows us to radially locate where in the optical field we wish to make a measurement of the OAM density. In this paper, the matched filters consist of ring slits having 10 different radii: \( r_1 = 75 \), \( r_2 = 118 \), \( r_3 = 143 \), \( r_4 = 180 \), \( r_5 = 213 \), \( r_6 = 250 \), \( r_7 = 285 \), \( r_8 = 320 \), \( r_9 = 355 \), and \( r_{10} = 390 \) (given in pixels), each consisting of a width of 20 pixels, where the phase within the rings, \( \rho \), varied as the complex conjugate of the azimuthal mode index, \( n \), on \( LCD_2 \) is equivalent to \( -\rho \) on \( LCD_1 \). If the reader wishes to orient the coordinates such that the two SLMs have the same orientation (i.e., are not mirror images of each other), the complex conjugate of the azimuthal mode index, \( n \), on \( LCD_2 \) is then equivalent to \( -\rho \) on \( LCD_1 \). The OAM density for a particular radial position can then be directly measured from Eqs. (15) and (24) by measuring the on-axis intensity of the inner product.

In determining the OAM density for the first three optical fields, denoted experimentally in the second column of Fig. 3, the intensity at the origin of the resulting field on the Fourier plane of \( L_3 \) was measured with a CCD camera, \( CCD_2 \), for each of the matched filters and substituted into Eqs. (19) or (24). The measured OAM densities as a function of the radial position for the first three optical fields are given in Fig. 4.

In Fig. 4(a), since the incoming optical field consists of an equal weighting of \( l_{\text{axial}} = 3 \) and \( l_{\text{tangential}} = -3 \) order Bessel beams, the OAM density represented in the \( x-y \) plane consists of evenly sized concentric rings of positive and negative OAM. This is also evident in the radial cross-sectional profile of the OAM density in Fig. 4(b). The OAM density oscillates evenly about a value of zero. In the following two cases, where \( l_{\text{axial}} = 3 \) (i.e., \( +3 \)) and \( l_{\text{axial}} = -3 \) (i.e., \( -3 \)), the OAM density is not symmetric in the optical field, as is evident in Fig. 5(a). Similarly, in the case of \( l_{\text{tangential}} = 3 \) (i.e., \( +3 \)), the OAM density is not uniformly distributed in all radial directions of the optical field. The OAM density measured in Fig. 6(c) is not for a particular angular point in the optical field, but instead as an average over all angular positions.

B. Non-symmetric Superposition of Two Bessel Beams

The fourth ring slit [Fig. 5(a)] consists of two ring slits having azimuthal phases \( l_{\text{axial}} = 3 \) and \( l_{\text{tangential}} = -4 \), which is an example of a non-symmetric superposition described mathematically in Eq. (19). The dimensions (in pixels) of the ring slits in Fig. 5(a) are \( r_1 = 123 \), \( r_2 = 185 \), \( \Delta r_1 = 21 \), and \( \Delta r_2 = 15 \). The field produced [Fig. 5(b)] is in good agreement with the theoretically calculated field [Fig. 5(c)] and consists of a “petal” structure, where the number of “petals” is given by \( |l_{\text{axial}}| + l_{\text{tangential}} \), i.e., 7 petals, for this case. The field has a global OAM of \( -18 \) (9 + 9), and therefore the OAM density is almost negative radially across the field, as is evident in both Figs. 6(d) and 6(f). In a non-symmetric superposition, the OAM density is not symmetric in the optical field, as is evident in Fig. 6(d). Since the OAM density is not uniform in all radial directions of the optical field, the OAM density plotted in Fig. 6(c) is not for a particular angular point in the optical field, but instead as an average over all angular positions.

C. Non-symmetric Superposition of Three Bessel Beams

The fifth digital hologram [Fig. 6(a)] is divided into three ring slits having the following azimuthal phase variations: \( l_{\text{axial}} = -3 \), \( l_{\text{tangential}} = 2 \), and \( l_{\text{tangential}} = 1 \).
producing a nonsymmetric superposition. The dimensions (in pixels) of the ring slits in Fig. 6(a) are \( r_1 = 170 \), \( r_2 = 180 \), \( r_3 = 190 \), \( \Delta r_1 \), \( \Delta r_2 \), and \( \Delta r_3 = 10 \). Even though one cannot intuitively predict how the field will manifest in the Fourier plane, our experimental field (Fig. 6(b)) is in very good agreement with the simulation.

Fig. 4. Color online. (a) Density plot of the OAM density for the field given in Fig. 5(a). Red denotes negative OAM, and blue denotes positive. Light to dark blue denotes an increase in positive OAM, and light to dark red denotes an increase in negative OAM. (b), (c), (d). Theoretical (blue curve) and experimentally measured (red points) OAM density for the corresponding fields in Figs. 5(b), 5(a), and 5(b), respectively. (e), (f). Plots of the OAM density for (f) and (a), respectively, given as insets.

Fig. 5. Color online. (a) Digital hologram used to generate (b) the experimental field. (c) the theoretical field. A magnification of the ring slits is given as an inset in (a). (d) Theoretical (blue curve) and experimentally measured (red points) OAM density. (e) A plot of the OAM density. Red denotes negative OAM, and blue denotes positive. Light to dark blue denotes an increase in positive OAM, and light to dark red denotes an increase in negative OAM.
Fig. 6. (Color online) (a) Digital hologram used to generate (b) the experimental field. (c) the theoretical field. A magnification of the ring slit is given as an inset in (a). (d) The theoretical (blue curve) and experimentally measured (red points) OAM density. (e) A plot of the OAM density. Red denotes negative OAM, and blue denotes positive. Light to dark blue denotes an increase in positive OAM, and light to dark red denotes an increase in negative OAM.

Fig. 7. (Color online) (a) Digital hologram used to generate (b) the experimental field. (c) the theoretical field. A magnification of the ring slit is given as an inset in (a). (d) The theoretical (blue curve) and experimentally measured (red points) OAM density. (e) A plot of the OAM density. Red denotes negative OAM, and blue denotes positive. Light to dark blue denotes an increase in positive OAM, and light to dark red denotes an increase in negative OAM.

agreement with the theoretically calculated field (Fig. 6(c)). Since the ring slits are equally weighted and the azimuthal mode indices of the ring slits (Fig. 6(a)) sum to zero, the global OAM is zero, giving rise to the OAM density existing equally in both the negative and positive quadrants for the OAM density across the radial direction of the field, as is evident in Figs. 6(d) and 6(e). The OAM density is not uniform in all radial directions of the optical field [evident in Fig. 6(e)], and so the OAM density plotted in Fig. 6(d) is an average over all angular positions.

D. Nonsymmetric Supposition of Four Bessel Beams
A similar behavior is noted in the last optical field, whose digital hologram is depicted in Fig. 7(a). The ring slits have the following azimuthal mode indices: \( l_{\text{base}} = -3 \), \( l_{\text{base}} = -1 \), \( l_{\text{base}} = 3 \), \( l_{\text{base}} = 1 \), which too sum to zero, and the physical dimensions (in pixels) are \( r_1 = 150 \), \( r_2 = 176 \), \( r_3 = 133 \), \( r_4 = 120 \), \( \Delta r_1 \), \( \Delta r_2 \), \( \Delta r_3 \), and \( \Delta r_4 = 7 \). Since the global OAM is zero, the OAM density exists equally in both the negative and positive quadrants, as is evident in Figs. 7(d) and 7(e). Once again, the OAM density is not uniform in all radial directions of the optical field [evident in Fig. 7(e)], and so the OAM density plotted in Fig. 7(d) is an average over all angular positions.

For the six cases presented above, the on-axis intensity recorded at CCD for each of the match filters (varying in ring slit radius and azimuthal order) was measured and analyzed using the results obtained from Eqs. (9) and (10). From all six plots, it is evident that there is very good agreement between the experimentally measured OAM density values and those calculated theoretically. For the first time, to the best of our knowledge, the OAM density has been measured as a quantitative value and represented as the angular momentum per unit volume, \( N s/m^2 \), by implementing an extremely simple measurement technique.

4. Conclusion
We have derived expressions for the OAM density for symmetric and nonsymmetric optical fields theoretically and made a direct comparison experimentally.
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A simple technique for making such measurements of the OAM density in optical fields is tested on superimposed noninterfering higher-order Bessel beams. However, the presented measurement technique can be used on any optical field carrying OAM. We obtain quantitative measurements, expressed as the angular momentum per unit volume, $N m^2$, for the OAM density as a function of the radial position in both symmetric and nonsymmetric optical fields, illustrating good agreement with the theoretical prediction. We find that the OAM density can be made to oscillate from positive to negative by appropriately adjusting the widths of the ring or the azimuthal centers within the ring annulus, making it an ideal tool in the field of optical trapping and tweezing. Measuring the OAM spectrum of fields has direct relevance in the optical control of fluid flow in microfluidic devices and in constructing optically driven micromachines and parallel molecular or cell assays.

Appendix A

The following proof illustrates that the $\phi$-component of the Poynting vector, $S_\phi$, is a linear operator. We start with the equation for $S_\phi$:

$$S_\phi = \frac{\sigma_\phi^2}{4} (u \mathbf{V}u* - u^* \mathbf{V}u), \tag{A1}$$

where $\sigma$ is the optical field described in Eq. (1). $u^*$ can be written in terms of $u$ as follows:

$$u + u^* = A_0 \mathbf{f}_1 \exp(i \Delta k z) \exp(i \theta) + A_0 \mathbf{f}_1 \exp(-i \Delta k z) \exp(-i \theta) + A_0 \mathbf{f}_1 \exp(i \Delta k z) \exp(i \theta) + A_0 \mathbf{f}_1 \exp(-i \Delta k z) \exp(-i \theta)$$

$$+ A_0 \mathbf{f}_1 \exp(i \Delta k z + i \theta) + A_0 \mathbf{f}_1 \exp(-i \Delta k z + i \theta), \tag{A2}$$

where for convenience we have left the terms not involving $X$.

Substituting $u^*$ into Eq. (A1) results in

$$S_\phi \propto u \mathbf{V}u* - u^* \mathbf{V}u \propto n \mathbf{V}(X - u) + (X - u) \mathbf{V}u$$

$$\propto \mathbf{u} \mathbf{V}X - u \mathbf{V}u = X \mathbf{V}u + u \mathbf{V}u = X \mathbf{V}u + u \mathbf{V}X - u \mathbf{V}u,$$

which is a linear operator, i.e., $S_\phi(u_1 + u_2) = S_\phi(u_1) + S_\phi(u_2)$. Thus, the linear momentum (in the azimuthal coordinate) from the Poynting vector of a sum of fields is equal to the sum of the linear momentums of each individual field.
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In this paper we use a phase-only spatial light modulator (SLM) to mimic a ring-diaphragm, containing multiple annular rings, at various different radial positions. The optical Fourier transform of such an aperture is currently known and its intensity profile has been shown to remain along its propagation axis. Here we investigate the near-field of the ring-diaphragm and show, both experimentally and theoretically, that although the near-field possesses similar attributes to its Fourier transform, its intensity profile exhibits no rotation as it propagates. © 2012 Optical Society of America
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1. INTRODUCTION

Currently, there is a large amount of literature dedicated to fields carrying orbital angular momentum (OAM). This ranges across Laguerre-Gaussian beams [1], Bessel-Gauss beams [2], and Airy beams [3], all of which carry an OAM of different photon and have an azimuthal angular dependence of exp(\(i\alpha\theta\)) [4-6], where \(\alpha\) is the unbounded azimuthal mode index and \(\theta\) is the azimuthal angle. Fields carrying OAM offer versatile applications. Some of these applications range from using such fields to transfer OAM for the rotation of sub-particles [7] to the entanglement of OAM in parametric down-conversion [8]. The fact that they offer an unbounded state space provides a large bandwidth for quantum cryptography [9,10].

We are mainly interested in higher-order non-diffracting Bessel beams as a form of optical field possessing OAM and of particular interest is the generation of superimposed higher-order Bessel beams. One can superimpose higher-order Bessel beams so as to produce a field which either has or does not have a global OAM. In the case of generating a superimposed higher-order Bessel beam, such that there is no global OAM, a rotation in the field's intensity profile as it propagates is evident [8-11]. Such superpositions can be generated by illuminating Durnin's ring-diaphragm [12] with multiple azimuthal phase components at varying radial distances [8], or by encoding a spatial light modulator (SLM) with a single ring-diaphragm hologram [13], or by illuminating an axicon with a superposition of Laguerre-Gaussian beams [14].

In this paper we, theoretically and experimentally, investigate both the near- and far-field intensity profiles of the ring-diaphragm. Since superpositions of Bessel beams are frequently used in optical tweezers, knowledge of the structure of the field at planes, other than its Fourier plane, is imperative. We show that even though the intensity maxima present in the far-field are in “peaks” arranged on the circumference of a ring [15] as also present in the near ring-diaphragm, the angular rotation of the intensity maxima does not exist in both the near- and far-field regions. It is well known that the far-field intensity profile rotates as it propagates [8-11] (and we show, both theoretically and experimentally, that this is not the case in the near-field, due to the fact that the longitudinal wavevector is propagating in the same direction (and do not overlap one another) in the near-field, but in differing directions (overlapping one another) in the far-field).

2. THEORY

In this work we implement Durnin's ring-diaphragm experiment [12] and encode a digital ring-diaphragm hologram onto an SLM and illuminate it with an expanded Gaussian beam. We divide the ring-diaphragm into two parts and encode each with an azimuthally varying phase. A schematic of the setup is given in Fig. 1 where the regions of interest, propagating after the ring-diaphragm, are planes \(P_2\) (the near field region), the region \(P_3\) (the transition region from near to far field) and region \(P_4\) (the far field).

The ring-diaphragm has the following transmission function

\[
I(r,\phi) = \begin{cases} 
\exp(i\alpha\theta) & \text{if } \theta, \\
\exp(-i\alpha\theta) & \text{if } -\theta, \\
0 & \text{elsewhere} 
\end{cases}
\]  

and apart from being illustrated in Fig. 1, is also represented in Fig. 2. \(R_1\) and \(R_2\) are the radii of each of the two rings, respectively, and \(\Delta\) is the width of each ring (we have chosen the widths of the two rings to be equal). \(\phi\) is the azimuthal angle and \(\theta\) is the azimuthal mode index.

Since the field illuminating the ring-diaphragm is an expanded Gaussian beam and the ring-diaphragm is extremely thin (of the order of micrometers), the optical field within the ring-diaphragm can be described by a plane wave, \(\exp(i(\omega t - \mathbf{k} \cdot \mathbf{r}))\). \(\mathbf{k}\) is the longitudinal wavevector, \(\alpha\) is the propagation axis and the time varying component, \(\omega\), can be neglected as the plane wave field is uniform across the entire \(x-y\) plane, at any instant in time. The field produced at the ring-diaphragm aperture \(\delta z\), at the plane \(P_1\) where \(z = z_0\), is represented as
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and is depicted graphically in Fig. 3. \( R_s \) denotes the radius of the ring-slit, \( \Delta \) is the width of the ring-slit, and \( n \) assigns the steepness (or gradient) of the edges of the ring-slit.

The ring-slit aperture that we are considering, consists of two ring slits of differing radii, and by taking into account that the optical field is a linear system, the two annular fields are additive, resulting in the overall ring-slit field, in the near-field \((P_1)\), being written as

\[
A^\text{ann}(r, \phi, z_0) = A^\text{ann1}(r) \exp(i k_{1} r) \exp(i k_{2} z_0) \\
+ A^\text{ann2}(r) \exp(-i k_{1} r) \exp(i k_{2} z_0) \\
= \exp\left(\frac{-i r - R_2}{\Delta / 2}\right) \exp(i k_{2} z_0) \\
+ \exp\left(\frac{i r - R_2}{\Delta / 2}\right) \exp(-i k_{2} z_0).
\]

Since the two ring slits are arbitrary thin and close to one another, we can assume their radii to be equivalent, i.e., \( R_1 = R_2 = R_0 \), resulting in the field simplifying to

\[
A^\text{ann}(r, \phi, z_0) = \exp\left(\frac{-i r - R_0}{\Delta / 2}\right) \exp(i k_{2} z_0) \\
+ \exp\left(\frac{i r - R_0}{\Delta / 2}\right) \exp(-i k_{2} z_0).
\]

The intensity of the ring-slit field is determined with the following relationship: \( I = |A^\text{ann}|^2 \), resulting in

\[
I^\text{ann}(r, \phi, z_0) = 1 - \cos^2\left(\frac{k_{2} z_0 + k_{2} z_0 + 2i \Delta \phi}{2}\right) \\
\times \cos\left(2R_0 \Delta / \Delta\right) - \sinh\left(2R_0 \Delta / \Delta\right).
\]

The intensity profile for the ring-slit field, given above in Eq. (5), illustrates that it is modulated in the azimuthal coordinate, \( \phi \), by the function \( \cos^2(2i \Delta \phi) \). Therefore, the number of intensity maxima and minima, arranged on the circumference of the ring-slit, is twice the azimuthal mode index, \( l \).

The angular rotation, experienced by the intensity profile, as the ring-slit field propagates in the near-field \((P_1)\) along the \( z \)-axis, is then given by

\[
\Delta \phi = \frac{2 \Delta \phi}{\Delta}, \quad \Delta x = \frac{2 \Delta x}{\Delta}, \quad \Delta y = \frac{2 \Delta y}{\Delta}.
\]

Fig. 3. (Color online) (a) Density plot and (b) cross-sectional plot of the ring-slit aperture described in Eq. (5) for the following parameters: ring-slit radius, \( R_0 = 2 \), ring-slit width, \( \Delta = 0.5 \), and gradient, \( n = 10 \) (the units are arbitrary).
\[
\frac{d^2\phi}{dz} = -\frac{k_2 - k_{1x}}{21} \tag{7}
\]

During the propagation of the ring-slit field, the longitudinal wave vectors, \(k_2\) and \(k_{1x}\), both propagate in the same direction, parallel to the z-axis, which is illustrated in Fig. 1. This results in no angular rotation existing, as the ring-slit field propagates,

\[
\frac{d\phi}{dz} = 0. \tag{8}
\]

In determining the field in the region \(P_2\), the region in which the field transitions from near to far-field, the Fresnel diffraction integral of the field at the ring-slit aperture (Eq. 5) can be calculated

\[
A^b(r,\phi,z) = \frac{2\pi}{k_2 z_0} \int_{k_2}^{k_{2z_0}} A^0(r,\phi,z) e^{i\frac{kr^2}{2k_0}} r \, dr \, d\theta, \tag{9}
\]

and is known to produce the Bessel-Gauss function [13,15]. Each of the two rings (the inner having an azimuthal index of 1 and the outer, -1) will contribute to a Bessel-Gauss beam and the resulting superposition of the field in region \(P_2\) can be described as

\[
A^b(r,\phi,z) = A^{BC}(r,\phi,z) + A^{BC}(r,\phi,z) \tag{10}
\]

\[
= \left( \frac{1}{1 + i\phi} \right) \left( \frac{\exp(i(2\pi r / \lambda) - \phi(z))}{\exp(i(2\pi r / \lambda) + \phi(z))} \right) \left(\begin{array}{c}
R_1 \cos(\phi_1 - \phi) \\
R_2 \cos(\phi_2 - \phi)
\end{array}\right) \tag{10}
\]

The functions \(R(z), R(x)\) and \(\Phi(\phi)\) denote the beam size, radius of curvature and Gouy phase, respectively, and take on the standard Gaussian beam propagation form. \(J_1\) is the first order Bessel function and \(k_2\) denotes the transverse wavenumber, associated with each of the two Bessel beams; namely 1 and 2, and is determined as follows: \(k_2 = k \sin z\).

Similarly, the intensity in the region \(P_2\) can be determined by the following relationship: \(I = \frac{\pi^2}{4} A^b(\phi)\) (which has been neglected here, as the equation is very cumbersome) and the angular rotation results in

\[
\frac{d\phi}{dz} = -\frac{k_2 - k_{1x}}{21} \tag{11}
\]

The wave vectors in this region all point in opposite directions resulting in a nonzero rotation rate. However, only a section of the field which experiences this angular rotation is the section which consists of the contributions from both ring slits, which visually measure the sections which consist of both green and red rays. As the field propagates further towards the far-field \(P_3\), the overlap in the field, which consists of both rings, contributions increases, resulting in the angular rotation becoming more evident.

To determine the far-field of the ring-slit aperture \(P_3\), whose transmission function \(t(r,\phi)\) is given in Eq. 1, the Kirchhoff-Huygens diffraction integral is used

\[
A^b(r,\phi,z) = \frac{i}{2} \int_{k_2}^{k_{2z_0}} A^0(r,\phi,z) \exp \left[ i \frac{k}{21} \left( 1 - \frac{z}{R} \right)^2 \right] \times \exp \left[ -i \frac{kR}{21} \cos(\phi_1 - \phi) \right] r \, dr \, d\theta. \tag{12}
\]

The contribution resulting from the inner and outer ring slits produces the following superposition, which describes the far-field of the ring-slit aperture \(P_3\)

\[
A^b(r,\phi,z) = J_1(k_2 r) \exp(ik_{1x} z) + J_{1-1}(k_{2x} r) \exp(-ik_{1x} z) \tag{13}
\]

The intensity of the superimposed Bessel field is determined with the following relationship: \(I = 2\pi A^b(\phi)\), resulting in

\[
I^b(r,\phi,z) \propto J_1^2(k_2 r) + J_{1-1}^2(k_{2x} r) + 2J_1(k_2 r)J_{1-1}(k_{2x} r) \cos(k_{1x} z - k_{2x} z + 2k\phi). \tag{14}
\]

Since the annular rings generating the superimposed Bessel beams are arbitrarily thin and close to one another, we can assume the transverse wavenumber to be equivalent (i.e., \(k_{2x} \approx k_{1x} = k\)), resulting in \(J_1(k_{1x}r) \approx J_1(kr)\). By implementing the Bessel function identity \(J_{-1}(k_{1x}r) \approx (-1)^j J_j(kr)\), the intensity in Eq. (14) can be simplified to produce

\[
I^b(r,\phi,z) \propto 2J_1^2(kr)((-1)^j + 1 \tag{15}
\]

The intensity profile for the superimposed Bessel beams, given above in Eq. (15), illustrates that it is modulated in the azimuthal coordinate \(\phi\) by the function \(\cos(2\phi)\). Therefore, the number of intensity maxima is twice the order \(j\) of the two Bessel beams, resulting in a superposition of \(2j\) order Bessel beams, with its mirror image, producing an intensity pattern having \(2j\) intensity maxima, or “petals,” arranged on the
circumference of the set of Bessel rings. This intensity profile experiences an angular rotation as the field propagates along the z-axis, given by

$$\frac{\partial I}{\partial z} = \frac{k_0 z}{2} \sin \left( \frac{k_0 z}{2} \right)$$

(16)

Since the longitudinal wave vectors $\vec{v}$ propagate in different directions in the far-field and that the field contributions from the two rings completely overlap (evident in Fig. 1), the angular rotation is non-zero and the entire field at $P_3$ experiences the rotation.

3. EXPERIMENTAL METHODOLOGY

The experimental setup used to generate superpositions of higher-order non-diffracting Bessel beams, for the investigation of the near-field ringslit aperture, is denoted in Fig. 4. Superimposed Bessel beams were generated by illuminating a ringslit hologram (an example is given next to LCD in Fig. 2) with an expanded Gaussian laser beam ($1 = 532$ nm). The Gaussian beam was expanded through a 3 × 3 telescope and directed onto the liquid crystal display (LCD) of a SLM (Holoeye, FLUX/mm-VS), with 1620 × 1080 pixels of pitch 8 μm and calibrated for a 2x phase shift at ±302 nm).

The LCD was addressed with a hologram, similar to Durnin's ringslit aperture [16], however since a plane-only SLM was used, an amplitude ringslit was created digitally by encoding the area surrounding the ringslit (the area which must not transmit any light) with a “checkerboard” pattern. By assigning alternating sets of pixels in the ringslit hologram with phase values that are out of phase by π, the light reflected from LCD, is scattered from its initial propagation axis [16,17].

The “checkerboard” allows one to mimic an amplitude mask with a phase-only SLM, the azimuthal phase within the ringslit can be addressed simultaneously in a single hologram. Assigning a single ringslit with an azimuthal phase that varies from zero to 2π K times, a nth order Bessel beam will form in the far-field. If the ringslit is divided into two ringslits, where the azimuthal phase in each ring slit varies in opposite directions (similar to that in Figs. 1 and 2) a superposition of two oppositely-kinded Bessel beams will be generated. This is illustrated in the Fourier plane, $P_3$, of the ringslit hologram given in Fig. 1, the phase within the inner ringslit varies three times in a clockwise direction ($\phi_{inner} = 3\pi$) and three times in a counterclockwise direction ($\phi_{outer} = -3\pi$) in the outer ringslit, thus forming the initial Gaussian beam into a superposition of two Bessel beams of orders +3 and -3, denoted by the “petal” structure ($P_3$ in Fig. 4).

More examples of ringslit holograms are given in the top row of Fig. 5. It is not shown in the hologram, presented in Figs. 4 and 5, but in conducting the experiment, a biased grating was added to the holograms to separate the undiffracted and diffracted components reflected from LCD. A diffracting, $P_3$, was placed at the focal plane after lens $L_3$ to select only the first diffraction order and neglect all the other unwanted diffraction orders.

Apart from positioning a 50 x objective and a CCD camera at the Fourier plane, $P_3$, of lens $L_3$ to record the non-diffracting superimposed Bessel beam, a second lens, $L_4$, was placed a focal length away from the Fourier plane of lens, $L_3$, to relay the field at LCD, to plane $P_3$. This allowed us to investigate the structure of the ringslit field (evident at $P_3$) which produces a "petal" structure in the far-field (illustrated at $P_3$). The propagation of the ringslit field, related to plane $P_3$, was investigated by positioning a CCD camera at a null and recording the field from plane $P_3$, to plane $P_4$ (a distance of two focal lengths from lens, $L_4$).

In the "results" section of this paper, we will investigate the fields produced at the three different planes ($P_1$, $P_2$ and $P_3$) for various ringslit holograms, as well as study the evolution of the field from plane $P_1$ to plane $P_3$, for a particular ringslit hologram. For convenience we will refer to the Fourier transforms of the ringslit hologram (i.e., the field formed at plane $P_3$) as a "petal" field. The field at the ringslit hologram (i.e., the field at plane $P_3$) will term the "singularity" field and that form that plane $P_3$ at distance of $2f$ from lens, $L_4$ will term as the "spiral" field.

4. RESULTS AND DISCUSSION

All the digital ringslit holograms, used in the experiment (depicted in Fig. 4), are given in the first row of Fig. 5. The first ringslit hologram, Fig. 5(a), consists of a single ringslit containing an azimuthal phase of $\theta = +3\pi$ and has the following dimensions (in pixels): $K = 300$, $\Delta = 30$. The next five ringslit holograms, Fig. 5(b)-5(f), all consist of two ringslits, having oppositely varying azimuthal phases, varying in azimuthal order from $\phi_{inner} = -1$ to $-5$ ($\phi_{outer} = +1$ to $+5$), respectively. The ringslit holograms in Figs. 5(b)-5(f) each have the following dimensions (in pixels): $K = 100$, $R_2 = 190$, $\Delta = 30$. The last two ringslit holograms, Fig. 5(g) and 5(h), are divided into three and four ringslits, respectively, having the following azimuthal orders $\phi_{inner} = -3$, $\phi_{outer} = 1$, $\phi_{inner} = -3$, $\phi_{outer} = 1$, $\phi_{inner} = -2$, $\phi_{outer} = 1$, $\phi_{inner} = 2$, $\phi_{outer} = 1$. 

![Fig. 4. (Color online) Schematic of the experimental setup for investigating the field formed by a ringslit hologram, as well as the propagations and Fourier transforms of such a field. L: lens (f = 20 mm, f' = 75 mm, f = 100 mm, and f = 100 mm), M: mirror, LCD: liquid crystal display, D: diaphragms, CCD: CCD camera. The planes of interest are marked $P_1$, $P_2$, and $P_3$ in the Fourier plane of the ringslit hologram $P_1$ in the near-field (in both phase and amplitude) at the ringslit hologram, and $P_2$ occurs a distance of $2f$ after $L_4$.](image-url)
Fig. 5. (Color online) First row: ring-slit holograms addressed to LCM. A mosaiced section of three and four ring slits are depicted as insets (a) and (b), respectively. Second and third rows: experimentally produced and theoretically calculated fields produced in the Fourier plane (i.e., plane $P_3$), respectively. Fourth and fifth rows: experimental and theoretical fields, respectively, produced at plane $P_2$ (i.e., the "angularity" fields). The white "X" marks the singularities. Sixth and seventh rows: experimental and theoretical fields, respectively, produced at plane $P_1$ (the "spirals" fields).

The dimensions (in pixels) of the ring slits in Fig. 5(a) and 5(b) are: $R_1 = 160$, $R_2 = 160$, $R_3 = 200$, $A = 10$, and $R_1 = 160$, $R_2 = 176$, $R_3 = 194$, $R_2 = 202$, $A = 8$.

The far-fields of the ring-slit holograms, presented in the first row of Fig. 5(a) and second row of Fig. 5(b) are accompanied with their theoretical predictions in the third row (calculated with the use of Eq. (10)). For a single ring-slit, containing an azimuthal index $l = 1$, the field produced in the Fourier plane, $P_3$, is a third-order Bessel beam. In the case that the ring-slit hologram consists of two ring slits, where the orders of the two azimuthal phases are of equal but opposite handedness, a "petal" structure is produced, where the number of "petals" is denoted by $2l$, as expected from theory [4]. It is interesting, to note from previous investigations [4,11], that even though these fields have a global GOM of zero, their cross-sectional intensity distribution rotates as the "petal"-field propagates, due to the differing radial wave vectors. Their rotation rate, which is dependent on the differing radial wave vectors and the azimuthal index, $l$, is given in Eq. (10).

The fields produced in the Fourier plane, $P_3$, for the ring-slit holograms, contained in Figs. 5(c) and 5(d) are given in Figs. 5(e) and 5(f), respectively. These two ring-slit holograms consist of three and four ring slits, respectively, and produce a non-symmetrical superposition of higher-order Bessel beams. Even though it is difficult to intuitively predict how the field will manifest in the Fourier plane for these two cases, our experimentally recorded fields (Figs. 5(a) and 5(b)) are in very good agreement with the theoretically calculated fields (Figs. 5(c) and 5(d)). These two fields are calculated by extending the amplitude distribution, given in Eq. (10), to represent a superposition of three and four Bessel beams, respectively.

Fig. 6. (Color online) (a) Experimentally recorded field at plane $P_3$, for a ring-slit consisting of the following azimuthal phases: $l_{	ext{upper}} = 4$ and $l_{	ext{lower}} = -4$. Theoretical predictions are given as an inset. The red dashed ring marks the line for which the intensity profile is plotted. (b) The solid black curve is the experimental intensity profile and the red dashed curve is the theoretical intensity profile, conv(12p).

The fitted curve is an exact fit with the theoretical curve.
The optical field produced at the plane of the ring slit hologram (i.e., at the plane of LCD) was relayed to plane $P_2$, where all the other diffraction orders had been removed through the use of the diaphragms. Diffraction patterns and experimental images are shown in the fourth row of Fig. 5. It is interesting to note that when the ring slit is addressed with a single azimuthally varying phase, no singularities appear in the ring slit field. However, by introducing a second ring slit (having a different radial wave vector), singularities appear in the ring slit field; where the number of singularities is denoted by $2$ (the same for the number of "petals"). The experimental "singularity" field (Figs. 5(a)–5(d)), produced at plane $P_1$, are in good agreement with those predicted theoretically, using Eq. (2) (with $s = 2$) and depicted in the fifth row of Fig. 8 (Figs. 8(a)–8(d)). By increasing the number of ring slits to either three or four, it becomes very difficult to individually locate each of the singularities in the "singularity" field as some of them start to overlap. This is evident, experimentally, within the yellow rings in Figs. 5(c) and 8(c) and theoretically in Figs. 5(d) and 8(d). Since it is difficult to locate the singularities in the "singularity" field, when the number of ring slits is increased, we suggest using interferometric techniques to aid in the categorizing of the singularities.

It is well known that the intensity of the "petal" field is dependent on the function $\cos(2\theta)$, evident in Eq. (15). This cosine behavior, as a function of the azimuthal angle, of the intensity profile is also present in the "singularity" field. This is evident in Fig. 6 where the intensity profile, as a function of the angular position in the field, is plotted for the "singularity" field, for the case of $\psi_{\text{max}} = -\psi$ and $\psi_{\text{max}} = \psi$. It agrees well with the intensity profile plotted for the theoretically predicted "singularity" field, given in Eq. (9), illustrating that the intensity maxima of the near- and far-field both depend on the function $\cos(2\theta)$.

Propagating the field a distance of one focal length from plane $P_1$ to plane $P_2$, we see that the annular structure containing singularities transforms into "spikes." The experimental fields produced at plane $P_2$ for each of the eight ring slit holograms are given in the sixth row of Fig. 5 and accompanied with theoretical predictions in the seventh row. In the case of a single ring slit, having a non-zero azimuthal mode index, the "spiral" field appears as a diverging version of the "singularity" field. For the five holograms, each consisting of two ring slits, having opposite azimuthal order, there are $4$ "spikes" in the "spiral" field, evident in Figs. 7(a)–7(d). Introducing more ring slits into the hologram results in the "spikes" in the "spiral" field merging, making it difficult to resolve individual "spikes." (evident within the yellow rings in Figs. 8(c) and 8(d)).

The propagation of the "singularity" field at plane $P_1$ to the "spiral" field (at plane $P_2$) was recorded and selected experimental images of the field at intervals along its propagation are given in Fig. 7. It is interesting to note that even though a rotation in the intensity profile for the "petal" field (in the vicinity of plane $P_3$, i.e., the far-field) exists as the "petal" field propagates, no rotation in the "singularity" field or "spiral" field (i.e., near-field) exists as the field propagates. This is in accordance with the theoretical prediction given in Eq. (15), where the rotation rate for such a field is determined to be nonexistent, but becomes more evident the closer the field propagates to the far-field.

Switching the handedness of the azimuthal phases in the ring slits, it is known that the "petal" field produced in the Fourier plane, $P_3$, to rotate in the opposite direction (19). Even though the "spiral" field produced at plane $P_3$, does not rotate as it propagates, swapping the handedness of the azimuthal phases (within the two ring slits), results in the...
direction of the "spokes" to switch from clockwise to counterclockwise (and vice versa). This is evident in the last column of Fig 8 and is in good agreement with the theoretical prediction.

Apart from investigating the appearance of the field produced by the ring-beam hologram at different propagation planes, the far-field of the "spiral"-field (plane $F_2$) was also investigated and is presented as a 'media clip' in Fig. 9. No rotation in the intensity distribution of the field before and after the existence of the non-diffracting "spiral"-field is evident. The "spokes" compress towards the propagation axis, overlapping and forming a non-diffracting "spiral"-field, which exhibits a rotation in its intensity distribution as it propagates, but then the "spokes" expand outwards reconstructing the "spiral"-field.

5. CONCLUSION

In this work we have presented a class of beams which exhibit rotation in their intensity profile in the far-field, but exhibit no rotation in the near-field. These beams are superimposed higher-order Bessel beams which are produced by encoding multiple azimuthally varying phase at different radial positions within a ring-aperture. We studied the field produced at the plane of the ring-aperture, as well as at various propagation planes propagating from the ring-aperture and witnessed that the field transforms from a nanoshell structure (embedded with singularities) to a "spiral" structure, consisting of "spokes" situated around a ring. The fields produced at the plane of the ring-aperture and at a distance from the ring-aperture are in agreement with those calculated theoretically. Since Bessel beams, and specially superimposed Bessel beams, are widely used in optical tweezers, understanding the structure of the field in planes other than the Fourier plane is necessary. The ring-aperture, embedded with singularities, can be used to trap low-index particles at set distances on the circumference of a circle. By adjusting the order, $l$, of the superimposed Bessel beams, one can control how many singularities are present in the ring-aperture, used to trap low-index particles. The ring-aperture dimensions can also be adjusted so as to control the size of the ring-aperture and the distance between the singularities.
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1. Introduction

Techniques to decompose light by use of Fourier optics have been known for a long time, and have been extensively reviewed to date [1]. Historically, these techniques have been applied to pattern recognition problems, and subsequently to the problem of studying the structure and propagation characteristics of laser beams [2–7]. Despite the appropriateness of the techniques, the experiments were nevertheless rather complex. Recently this subject has been revisited by employing computer-generated holograms in a mode-multiplexing scheme for the modal decomposition of laser beams from fibres [6–10], and for the real-time measurement of the beam quality factor of a laser beam [11]. While these techniques have significant merit, they require a prefabricated diffractive optical element. This implies that information on the modal basis to be used, and the scale parameters of this basis, are known.

To date, this has been achieved by first modelling the source under study.

In this paper we consider the problem of the azimuthal decomposition of an arbitrary laser source, without any knowledge of the mode structure, the mode phases, or the scale of the amplitude distribution. We make use of a basis comprising the angular harmonics, which are independent of spatial scale, and express the spatial distribution in terms of spatially dependent coefficients in this basis. The result, as we will show, is that the complete decomposition can be achieved without any scale information. We use this to infer directly from measurements of the intensity of the superposition field, its phase, and its orbital angular momentum (OAM) density distribution. In fact, it is clear that since the entire field is known, all physical quantities associated with the field can be inferred. We illustrate the concept by executing a full azimuthal decomposition of (i) a superposition of two OAM carrying Bessel beams, with relative phase differences and (ii) an off-axis vortex mode. A comparison of our experimental measurements to the predicted theory shows excellent agreement.

2. Concept and theory

The core idea is to expand our unknown field, \( u(r, \phi) \), into a basis that is not dependent on scale. Such a basis is the angular harmonics, \( \exp(i\phi) \), that are orthogonal over the azimuthal plane. To illustrate that the azimuthal decomposition that we employ in this work is completely general, we consider, for example, the Laguerre-Gaussian (LG) basis as our OAM basis. An expansion of an arbitrary optical field in terms of this LG basis is given by

\[
  u(r, \phi) = \sum_{l, m} c_l^m R_{lm}(r) \exp(i m \phi),
\]

where \( c_l^m \) denotes the complex coefficients and \( R_{lm}(r) \) is the radial part of the LG mode, which only depends on \( r \). One can now combine, and sum over the part of the expression that contains a \( p \)-index

\[
  u(r, \phi) = \sum_l \left[ \sum_m c_l^m R_{lm}(r) \right] \exp(i m \phi) = \sum_l c_l(r) \exp(i \phi),
\]

where

\[
  c_l(r) = \sum_m c_l^m R_{lm}(r) = a_l(r) \exp \left[ \Delta \xi_l(r) \right].
\]

If the original expansion in terms of the LG modes is completely general, then by implication, so is the azimuthal expansion with the \( r \)-dependent coefficients. The coefficients are given by

\[
  c_l(r) = \frac{1}{2\pi} \int_0^{2\pi} u(r, \phi) \exp(-im\phi) d\phi.
\]
The coefficient of the azimuthal modes contains information on the spatial distribution of the field. Each coefficient contains an arbitrary phase, $\Delta \phi$, relative to some reference, which we may take to be an external source or for convenience the first mode in the series, $l = 0$ at a specific value of $r$. To describe the $u(r, \phi)$ completely, we are required to determine the phase shift between modes and the magnitude of the coefficients. The coefficients may be found by an inner product calculation and a suitable match filter, as shown in Eq. (4). To implement this calculation in a physically realizable manner, consider the signal at the origin of the Fourier plane after a lens (for wavenumber $k$ and focal length $f$) after the field has been modulated by a transmission function given by $u(r, \phi)$.

\[
U_l(0) = \frac{\exp(2ikf)}{ikf} \int_0^{2\pi} t_l(r, \phi) u(r, \phi) r \, dr \, d\phi.
\]

(5)

Since we wish to implement Eq. (4), it is clear that the transmission function has two requirements: (i) it should have an azimuthal phase variation opposite to the mode being analyzed, (ii) to select the information as a function of $r$ it should consist of an annular slit centered at $r = R$ and of negligible thickness, $\Delta R$. These conditions are satisfied if the transmission function is defined as

\[
t_l(r, \phi) = \begin{cases} 
\exp(-i\phi) & R - \Delta R/2 < r < R + \Delta R/2 \\
0 & \text{otherwise}
\end{cases}
\]

(6)

The subscript $l$ in $t_l$ and $U_l$ refer to selecting the $l$th mode in the expansion of Eq. (2). So that

\[
U_l(R, 0) = \frac{\exp(2ikf)}{ikf} \int_0^\pi t_l(r, \phi) u(r, \phi) r \, dr \, d\phi
\]

\[
= \frac{i \exp(2ikf)}{R \Delta R} \int_0^\pi \tilde{u}_l(R) R \Delta R.
\]

(7)

By re-arranging the final result in Eq. (5), we find that

\[
\tilde{u}_l(R) = \frac{f}{R \Delta R \exp(2ikf)} U_l(R, 0).
\]

(8)

Firstly, we note that a measurement of the intensity of the signal $I_l(R, 0)$, at the origin in the Fourier plane returns exactly our desired magnitude of the coefficients, since

\[
a_l(R) = |\tilde{u}_l(R)| = \frac{\sqrt{f}}{R \Delta R} \sqrt{I_l(R, 0)}.
\]

(9)

Secondly, we note that if we interchange our selected $l$ mode with a reference wave and consider the inner product signal with the unknown phase of the coefficient, $\Delta \phi$, can be found. If $|\exp(i\alpha)|$ represents the complex amplitude of the reference wave of the origin then the intensity, at the origin, as a function of the phase delay is given by

\[
\tilde{u}_l(\Delta \phi) = |\tilde{u}_l(R)| \exp(i\alpha)
\]

\[
= a_l^2(R) + |\exp(i\alpha)|^2 \cos(\Delta \phi - \alpha).
\]

(10)

It is a simple task to invert Eq. (10) to find the unknown phase delay between the modes. With the complete azimuthal decomposition of the field achieved, as in Eq. (2), it is possible to calculate the intensity of the field, $|u(r, \phi)|^2$, the phase of the field, $\arg[u(r, \phi)]$, the Poynting vector [12].
\[ S = \frac{e^{\text{rect}}}{4} \left[ i(xu^* - u^*x) + 2k|u|^2 \right]. \]  

(11)

and finally the OAM density [13]:

\[ L_x = \frac{1}{2} \left[ r \times S \right]. \]  

(12)

The pertinent point here is that at no stage has any assumption been made on the scale of the basis functions. This is because we have elected to scan the field with an annular slit, thereby storing the scale information in the coefficient of a scale invariant basis. The scale of any OAM basis function is set by the radial coordinate. Since the radial coordinate becomes a part of the coefficient functions, the scale parameter is removed from the basis functions, resulting in the remaining azimuthal component becoming independent of scale. We will now show how to implement the technique with a phase-only spatial light modulator (SLM), thus allowing a full azimuthal decomposition of the field with digital holograms.

3. Experimental methodology

The experimental realization of the technique comprises two parts: the generation and then decomposition of the field, and is shown schematically in Fig. 1(a). The first SLM (denoted as SLM1) was programmed to produce various fields. The two cases that we considered were (i) a superposition of two OAM carrying Bessel beams [14] and (ii) an off-axis vortex mode. A Gaussian beam from a HeNe laser [Fig. 1(b)] was expanded through a 5 × telescope and directed onto the liquid crystal display of SLM1 (Holoeye, PLUTO-VIS, with 1920 × 1080 pixels of pitch 8 μm and calibrated for a 2π phase shift at λ=633 nm) where the hologram used to generate the field of interest was programmed. For the case where a superposition of two OAM carrying Bessel beams were studied, two annular rings modulated in their azimuthal phase [see Fig. 1(c)] were encoded onto SLM1. The amplitude transmission of 0 everywhere outside the annular ring and 1 inside the ring was programmed using complex amplitude modulation for amplitude only effects on a phase-only device. The hologram takes the form of a high frequency grating that oscillates between phase values of 0 and π, and it has been shown that this results in the required amplitude transmission of Eq. (6) [15]. We shall refer to this as the checkerboard pattern: see zoomed in section of Fig. 1(c). The result is non-diffracting petal-like modes [Fig. 1(d)] that rotate as they propagate, and have been studied in detail elsewhere [15,16].

These fields were then magnified with a 10 × objective and directed to the second SLM (SLM2) for executing the azimuthal decomposition. This was accomplished by executing an inner product of the incoming field with the match filter set to e^{i\phi} for various \phi values, and for particular radial \rho positions on the field, as given by Eq. (6) and illustrated in Fig. 1(e). The typical width of the ring in the experiments was ΔR = 80 μm. The width of the ring, as well as the azimuthal index \ell encoded within the ring, are limited by the resolution of the SLM. The field at the Fourier plane is shown in Fig. (f) – note that we only require the intensity at the origin of this plane.
Fig. 1: (a) A schematic of the experimental setup for performing the modal decomposition. L: Lens (f = 15 mm, f' = 75 mm, f = 200 mm and f' = 200 mm); M: Mirror; SLM: Spatial Light Modulator; O: Objective; CCD: Camera. The objective, O, was placed at the focus (or Fourier plane) of lens L. Lenses L1 and L2 perform a Fourier transform of SLM, and SLM, respectively, in a 2f system. Objectives O1 and O2 are telescopes which image and magnify both the phase and amplitude of the fields at planes P1 and P2 to planes P3 and P4, respectively. (b) The Gaussian beam used to illuminate SLM. (c) The digital hologram used to generate the optical field of intensity (d) and the digital hologram (e) used to extract the weightings of the modes from the inner product (f). The digital holograms for generating (g) and decomposing (i) the field, to extract the interferential phase. The intensity profile of the field at the plane of SLM (h) and CCD (g). Each hologram has a checkerboard pattern, shown as an inset to (e).

In order to measure the phase delay between the modes, we switch off the checkerboard pattern in the centre of both SLMs. This results in a portion of the initial Gaussian beam passing through the entire optical system, without "majoring" the phase holograms. Because it follows the same path as the modes that we wish to study, we can use the central peak of the beam as our reference beam, $I_{\text{ref}}(x,y)$. Figure 1(g) shows the initial generating step but with a constant phase in the centre of the hologram (black disk), the resulting mixing with the non-diffracting petals [Fig. 1(h)] and after passing through the second SLM [Fig. 1(i)] the resulting interference of the waves [Fig. 1(j)]. The constant phase of the reference could be changed across several values to provide information on the quadrant of the cosine function in Eq. (10). Note that switching between the intensity measurement [Figs. 1(c)–1(f)] and the phase measurement [Figs. 1(g)–1(j)] we require only a change in the holograms loaded onto SLMs 1 and 2. This switching between holograms can be done at 60 Hz, i.e., practically real-time acquisition of the necessary data.

4. Results and discussion

4.1. Superposition of two OAM carrying Bessel beams

To test the accuracy of the method, we first created a superposition of two Bessel beams with opposite handedness, i.e., $m = 3$ and $n = -3$ and defined generally as

$$u(r, \phi) = A_m L_m(n \lambda r) + A_n L_n(n \lambda r) \exp(\imath \phi) \exp(\imath \delta) \tag{13}$$

The phase delay, $\Delta \phi$, in Eq. (13) was then varied between 0 and $2\pi$, resulting in a rotation of the intensity pattern, which can easily be measured by observing the angular displacement of any one of the petals. This measured rotation is directly related to $\Delta \phi$, thus allowing the measured phase shift to be compared to the programmed value. The programmed phase shift and resulting petal rotation are shown in Fig. 2(a), and compared to the theoretical rotation. The results of this calibration test are shown in Fig. 2(b), where it is clear that the agreement between measured and actual is very good (slope difference of 0.1%). The error bars were determined through a range of intensity values in the finite region (few pixels) around the
origin of the Fourier plane. These results confirm that the setup was working correctly without spurious effects.

Fig. 2. (a) If the phase is shifted in one of the nodes in the initial field (top row), then the measured peak structure of the superposition field (middle row) is seen to rotate, as predicted by theory (bottom row). (b) Comparison of the measured phase shift to the actual phase shift. (c) Interference of the modes with a reference wave results in changing intensity at the origin of the Fourier plane, which can be used to infer the phase shift per mode. (d) Comparison of the measured phase shift to the actual phase shift (see Media 1 and Media 2).

Next, the programmed phase shift \( \Delta \theta \) was measured using the interference technique and analyzed using Eq. (10). The phase shift in the \( n = 3 \) beam was scanned through 0 to \( 2\pi \) and the interference monitored, as shown in Fig. 2(c). By removing the offset phase of the reference beam (corresponding to the maximum in the interference signal), the measured phase could be compared to the programmed phase. The results are also shown in Fig. 2(d), and again the agreement is good (slope difference of 3%) but with some uncertainty near a programmed phase shift of 0.6 rad and 1.6 rad; these discontinuities occur at maxima and minima in the interference intensity [Fig. 2(c)], and are due to the nonlinearity of the change in the measured intensity for a change in phase value (these values were used to uniquely determine the phase). To illustrate further that the technique works, we constructed a superposition field with \( n = n_3 \) and \( n = -2 \), to deliberately break the symmetry of the field. The annular ring on SLMs, of width 80 \( \mu \)m, was scanned through 28 radial positions (maximum number to scan our field) and the azimuthal phase varied across \( \epsilon \). The only non-zero components \( \epsilon_0 \) (5% of the modal power) were those corresponding to \( l = n_3 \) and \( l = -2 \), which contained \( \sim 95\% \) of the modal power. With all the unknown terms in Eq. (4) measured experimentally, we were able to reconstruct the intensity and phase of the initial field, and compare it to the theoretical prediction (based on our own hologram function on SLM). The results for the intensity of the field are shown in Figs. 3(a) and 3(d) while that
of the phase of the field is given in Figs. 3(b) and 3(c). There is very good agreement between the theoretically predicted field and the field reconstructed from the azimuthal decomposition.

Fig. 3. A comparison of the theoretical (top row) and the experimentally reconstructed (bottom row) images of the (a, d) intensity, (b, e) phase, and (c, f) OAM density of the light.

An interesting application of this technique is the determination of the complete OAM density of the field. It has been known for some time now that photons carry orbital angular momentum (OAM) and references therein), yet it remains a challenge to measure the local and global OAM of a field in a manner that is quantitative. Previously we have attempted such measurements without the phase information, and found success for particular structures of optical fields [12,13]. With a full azimuthal decomposition of the field, including the phase delays, we can infer the OAM density of any field directly from our measurements. The theoretical and experimental results of this are shown in Figs. 3(c) and 3(f), respectively, and are in agreement.

4.2. Off-axis vortex mode

Next we apply our decomposition technique to the example of a Gaussian beam with an off-axis vortex. The results are presented in Fig. 4.

Fig. 4. A comparison of the experimentally recorded intensity (a) and the reconstructed intensity (b), for the off-axis vortex case, created from a superposition of Hermite-Gaussian modes.
The same measurement procedure, as that discussed above, was implemented on the field, whose experimentally recorded intensity profile is given in Fig. 4(a). The reconstructed field is shown in Fig. 4(b) illustrating that this technique is successful in the reconstruction of optical fields which possess an off-axis intensity. The problem in this case is that there is no dark core in the centre of the field under investigation where we could pass a Gaussian reference beam through, for the implementation of the phase measurements. In this case we use a section of the field under investigation as our reference (assuming no singularities, a single pixel size region will have a uniform phase).

4.3. Alignment sensitivity

Although one can represent the beam in terms of expansions with respect to any beam-axis, the coefficients in the expansions are sensitive to a shift of the beam-axis. Here, our concern is the fidelity of the reproduced beam rather than the fidelity of the expansion coefficients. Naturally we do not want the beam-axis to be too far off, because that would increase the higher-order coefficients and reduce the fidelity of the reconstructed beam, but small shifts in the beam axis does not pose a serious problem and this is illustrated in Fig. 5(a). The hologram on SLM$_1$ was displaced with respects to the propagation axis of the field under investigation for step sizes of a single pixel (i.e. 8 μm) and the fluctuation in the on-axis intensity of the inner product, from which the unknown field is reconstructed, shows very little variation (the percentage error is roughly 0.5% per pixel shift). It is fairly easy to get the alignment of our system within such distances from the actual beam axis. If the displacement is much greater (10 times greater) then the alignment does pose a problem and the on-axis intensity of the inner product varies significantly, evident in Fig. 5(b).

![graph](image)

Fig. 5 Graph of the measured on-axis intensity of the inner product as a function of a lateral displacement of the hologram on SLM$_1$ for a displacement range of (a) -20 to 20 pixels (~160 μm to 160 μm) and (b) -200 to 200 pixels (~1600 μm to 1600 μm).

For the experimental measurements presented here we aligned each SLM to a common propagation axis by initially centering each SLM on a Gaussian mode that propagated through the system. More general alignment techniques, as used by other decomposition methods, could also be employed [6,7].

5. Conclusion

We have outlined an improved method for the azimuthal decomposition of an arbitrary field that requires no scale information of the basis functions, and allows for the phases to be easily measured. It is significant to note that using only minor changes to the digital holograms, we can switch the setup between measuring azimuthal weights to azimuthal phase delays — no optical re-alignment is necessary, and no path length adjustment is required for the phase measurements. Moreover, even though our system is not automated and a scan of all measurements would take 4 hours, in an automated system the holograms can be displayed at fast refresh rates (60 Hz), so that the measurement per radial position takes about 1 s. Using superpositions of OAM carrying Bessel beams as an example, we have
shown excellent reconstruction of both the intensity and phase of the field, as well as the OAM density everywhere in the field. We have also shown accurate reconstruction of an off-axis vortex beam, illustrating the versatility of the method. This technique will surely be of relevance to those working in OAM, both at the classical and quantum level, as well as to the emerging field of mode multiplexing for future telecommunications ([18] and references therein), where mode generation and decomposition are necessary tools.