APPLICATION OF TRANSITION MODELLING IN CFD FOR USE WITH TURBINE BLADES
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Abstract

The design of internally-cooled gas turbine blades requires accurate predictions of distributions of blade temperature values and temperature gradients. This requires accurate predictions of heat transfer distributions from the hot gas (on the blade external surfaces) and the coolant (on the blade internal cooling passage surfaces). Navier-Stokes solvers assume the flow to be either fully laminar or fully turbulent, and solve accordingly.

The current validation test was designed to characterise the turbine blade external surface heat transfer predictive capability of a commercial RANS solver, which was augmented by a transition onset model, and compare the predictive accuracy with that of a boundary layer solver which also utilised a transition model. The validation case chosen was that of Consigny and Richards, in which blade Reynolds number, free stream turbulence degree, downstream Mach number and incidence angle were all varied independently.

Four turbulence modelling options have been tested as part of this study. In general it was found the following observations held true. Pressure surface heat transfer was acceptably well predicted by all turbulence models, including the boundary layer solver. On the suction surface accuracy of prediction was best achieved by the addition of the transition model (as in the boundary layer and Spalart-Allmaras with transition) compared to those without (Yang-Shih k-ε and Spalart-Allmaras without transition).

The boundary layer solver consistently gave good results on the suction surface. The Spalart-Allmaras turbulence model with Abu-Ghannam and Shaw and intermittency model over predicted suction surface heat transfer least of the turbulence models by predicting the latest transition, however transition was still too early, as expected when using 2D geometry. The Yang-Shih k-ε turbulence model over-predicted the suction surface heat transfer, but no transition model was used. While the Spalart-Allmaras without transition over predicted the suction surface heat transfer by implying fully turbulent heat transfer, which was to be expected.

Nomenclature

- b²b: Blade-to-blade
- C, c: Chord
- CFD: Computational Fluid Dynamics
- e: Turbulent dissipation rate
- gᵢ: Intermittency length
- k: Turbulent kinetic energy
- l: Length scale
- n: Kinematic viscosity
- n: Spot formation rate
- μ: Viscosity
- Ma: Mach number
- Reₜ: Momentum thickness Reynolds number
- SA: Spalart-Allmaras
- s: Surface distance from stagnation point
- s: Spot propagation parameter
- TET: Turbine Entrance Temperature
- Tᵣ: Turbulence degree
- U: Average free stream velocity
- x: Distance from blade leading edge
- xᵣ: Transition onset location
- y⁺: Near wall Reynolds Number

Subscripts:
- 1: Inlet
- 2: Outlet
- ¥: Freestream
- is: Isentropic
- t: Turbulent
- T: Total

Introduction

In an attempt to improve turbine efficiencies, turbine manufacturers are continually striving to increase the turbine entrance temperature (TET). However the TET values used presently are high enough to affect the structural integrity of blade materials. Thus cooling passages inside the blade are used to cool the blade, helping to prevent thermal damage. These cooling passages then bleed coolant air into the turbine through various film cooling locations to create a cool layer around the blade to prevent contact with the hot gas.

To maximise the effectiveness of the cooling flows however it is necessary to accurately predict the heat transfer. Navier-Stokes predictions of heat transfer are desirable. Unfortunately the use of Navier-Stokes solvers to predict heat transfer distributions to gas turbine blade surfaces has not been satisfactory where stability-induced transition occurs upstream of the throat, such as on the suction surface of a turbine blade or vane without film cooling rows due to the effect of free stream turbulence.
One of the main causes of this is the inability of turbulence models to accurately capture the flow field due to the complexities of transition, and the assumptions made in order to calculate turbulence.

The approach followed by engine companies in this case was to make use of boundary layer codes with empirical transition onset and transition length correlations. Some workers such as Boyle [1] have attempted to introduce empirical transition modelling into Navier-stokes solvers, but without significant uptake by the turbomachinery community. As recent as 2006 Sveningsson [2] has stated that there is an increased need for accurate prediction of transitional boundary layers.

Dunn [3] stated that most CFD codes are able to predict the midspan surface pressure data at midspan well, but are not as accurate at the blade hub and tip. It was also stated that the heat transfer distributions were not as well predicted. With 3D predictions requiring more work. Johnson [4], quoting Simoneau et al. [5] states that a 2D simulation gives good insight into 2D like flows such as those at midspan. It should be noted however that this is not the case for flows close to the hub and shroud due to 3D flows, such as secondary flow vortices.

Maaroofi et al. [6] performed a 2D numerical study of the VKI blade profile using an in-house code. The grid contained 32 000 cells and had $0 < y' < 5$. Comparisons were made using the Baldwin-Lomax model as well as three variants of the k-ε turbulence model, namely the Chien, Launder and Sharma, and the Biswas and Fukuyama, as well as the two k-ω models of Wilcox. To improve the heat transfer predictions the k-ε model had the Yap modification applied, and the k-ω had the Kato-Lauder modification applied [6]. They found that all the turbulence models tested could not accurately predict the heat transfer; the modifications did improve the correlations due to improved leading edge flow prediction. However no transition model was applied and intermittency was not taken into account in their investigation.

The current investigation aims at investigating the empirical transition model presented by Abu-Ghannam and Shaw (AGS) as implemented in a RANS solver, FINE™/Turbo was used, the results of which were compared to the predictions of STAN5 [7], a boundary layer code with the AGS model incorporated as found in [8].

**Numerical approach**

The boundary layer results presented were obtained using STAN5 [7], the numerical approach used can be found in Roos [8]. Numeca's FINE™/Turbo v8.3.1 was used for the Navier-Stokes results. The different codes used the same boundary conditions, which varied per case as described below.

When transition is modeled in FINE™/Turbo the momentum thickness Reynolds number $Re_\theta$ is calculated. For values of $Re_\theta$ less than the critical value calculated, the boundary layer is assumed to be laminar, and turbulent for values higher than the critical calculated value. $Re_\theta$ is calculated using [8]:

$$Re_\theta = 163 + \exp(691-100T_u)$$  \hspace{1cm} (1)

Where $Re_\theta$ is the momentum thickness Reynolds number and $T_u$ is the turbulence degree, expressed as a decimal. When intermittency is modeled there is a gradual change from the transition onset location predicted by Equation (1) according to:

$$\gamma^t = 1 - \exp\left(-\frac{n \pi y'}{\pi \Delta x_n}\right)$$  \hspace{1cm} (2)

In order to reduce computational expense, the blade-to-blade (b2b) feature in FINE™/Turbo was utilised. The b2b feature allows for the use of a 2D mesh, consisting of a single layer of cells and is ideal for 2D cascade cases, where the aim is to minimise 3D effects. A 2D mesh has the advantage that there are fewer cells due to the reduced number of layers, as well as no endwall effects. The boundary layer grid was generated as an O-grid that was 33 cells wide, having an expansion ratio of 1.24. Figure 1 shows the mesh used, showing the boundary layer expansion in the region of the leading and trailing edge. The domain consisted of over 40 000 cells, with a $y'$ ranging from $y' = 0.1$ to $y' = 2.5$. Figure 2 shows the $y'$ distribution for the blades for the lowest average value (Case C1) and the highest average value (Case C4).

![Figure 1: Navier-Stokes mesh used, showing leading edge and trailing edge cell clustering](image)

Consingy and Richards [9] performed a large number of experiments that produced a large amount of data, and therefore not all of the test cases were presented here. The test cases to be presented are listed in Table 1, with only the lowest, $T_u = 0.8$ % and the highest, $T_u = 5.2$ % turbulent intensities presented. Even thought low free stream turbulence is not useful to a gas...
turbine designer [10], it was felt that if transition cannot be captured at low free stream turbulence levels it would be less likely that it will be captured at high turbulence levels.

Table 1: Experimental test conditions of the test cases to be investigated (reproduced from consigny and richards [9])

<table>
<thead>
<tr>
<th>Test Case</th>
<th>Ma₂₁</th>
<th>Ma₂₂₆</th>
<th>θ₁</th>
<th>p₀ (bar)</th>
<th>T₀ (K)</th>
<th>Tₛ (K)</th>
<th>(Reₛ)₁ (x10⁻⁵)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>0.24</td>
<td>0.62</td>
<td>30</td>
<td>1.275</td>
<td>419</td>
<td>296</td>
<td>3.385</td>
</tr>
<tr>
<td>B</td>
<td>0.278</td>
<td>1.15</td>
<td>30</td>
<td>2.07</td>
<td>419</td>
<td>294</td>
<td>6.315</td>
</tr>
<tr>
<td>C₁</td>
<td>0.278</td>
<td>0.92</td>
<td>30</td>
<td>0.774</td>
<td>420</td>
<td>294</td>
<td>2.349</td>
</tr>
<tr>
<td>C₄</td>
<td>0.278</td>
<td>0.92</td>
<td>30</td>
<td>3.071</td>
<td>417</td>
<td>294</td>
<td>9.421</td>
</tr>
</tbody>
</table>

The inlet was specified as having a uniform total pressure p₀, total temperature T₀, turbulent viscosity and flow vector (i.e. flow direction) for each of the relevant test cases in Table 1. The outlet boundary was a static pressure p₂ imposed outlet boundary. The blade surface was set as being isothermal at given wall temperature Tₛ. The working fluid was specified as air, using perfect gas correlations for gas properties.

FINE™/Turbo uses a density based approach for calculation of the transport equations. The current investigation was performed without using pre-conditioning, due to the high Mach Numbers.

For each test case, and each turbulent degree, five different cases were inspected, namely:

1. Euler boundary layer solver (STAN5) [7] with the transition model of Abu-Ghannam and Shaw [11] and the intermittency model of Dhawan and Narasimha [12] incorporated. The implementation was described in Roos [8].
2. Baseline: The low Reynolds number Yang-Shih k-ε turbulence model with varying inlet turbulence viscosity was chosen as the baseline for comparison, as it resolves the laminar sub-layer without resorting to a wall function approximation. For a detailed description of the turbulence model refer to [13].
3. Standard Spalart-Allmaras (SA) turbulence model with no transition modelling, so the flow is assumed to be turbulent everywhere. This can be used for low Reynolds Number flows as well. For a more detailed description of the turbulence model refer to [14]
4. Standard Spalart-Allmaras turbulence model with the transition model of Abu-Ghannam and Shaw [11], with stepwise intermittency model (eddy viscosity is fully turbulent after transition point). A detailed description of the transition model and the relevant equations can be found in [11]

The inlet turbulence viscosity for the Spalart-Allmaras turbulence model was calculated using the following equation [15, 16]:

\[
\nu_t = \frac{2}{3} \left( \frac{\nu}{\epsilon} \right)^{\frac{3}{2}}
\]

where \( \nu_t \) is the kinematic turbulent viscosity and \( l \) is the length scale. The length scale was taken as being \( l = 0.07C \) where C is the blade chord. For the Yang-Shih k-ε turbulence model \( k \) was calculated using [17]:

\[
k = \frac{3}{2} \left( \frac{\nu}{\epsilon} \right)^{\frac{3}{2}}
\]

and \( \epsilon \) was calculated using

\[
\epsilon = \frac{0.1k}{\Delta L}
\]

Where \( \Delta L \) is the characteristic length, in this case the blade chord was used. The domain was initialised with these values for all cases for the relevant turbulence models.

**Results**

A grid dependence study was performed to determine the appropriate size of the grid to be used. A factor of 4 was used to resize the grid (double mesh density in both directions in the plane perpendicular to the blade). The blade heat transfer and total pressure drop across the blade were compared for each grid size, as shown in Figure 3. As can be seen the results change very little between 40 000 and 180 000 cells, thus it was decided that 40 000 cells would be used since the grid met all the requirements of the turbulence models used [17], and a larger grid did not produce a significant difference in results.

**Mach Number distribution**

In Figure 4 to Figure 7 the Mach number predictions for cases A, B, C1 and C4 are compared for the different models. It can be seen that the stagnation point appears to
be poorly predicted by the Euler solver. This is because the Euler solver makes use of an H-grid, and the resolution is poor around the leading edge.

Figure 3: Blade heat transfer and total pressure drop with respect to grid density

Test case A, Figure 4 had a medium subsonic outlet velocity (Ma = 0.62), thus the flow can be seen to be subsonic everywhere, with the maximum velocity achieved on the suction surface in the throat. The Yang-Shih k-ε and Spalart-Allmaras turbulence models predict similar distributions of Mach number. All the predictions of the pressure surface Mach number agree with each other but not the experimental data. The reasons for the discrepancy given by Consigny and Richards (when they performed their boundary layer analysis in [9]) was that the static pressure tapping’s near the trailing edge of the pressure surface, due to necessity made use of smaller diameter tubes than on the suction surface. Smaller diameter tubes affect the response time and can lead to crimping and subsequent leaking. Test case B, Figure 5 had supersonic outlet velocity (Ma = 1.15). The wake flow was accelerated from the trailing edge by entrainment of the surrounding fluid until it was supersonic, allowing the suction surface expansion fan shocks to cut through the wakes and propagate out to the downstream boundary. The distributions of Mach number predicted by the Yang-Shih k-ε and Spalart-Allmaras turbulence models were again similar. Relative to the experimental data, all turbulence models appear to over-predict the shock strength, and predict the shock position late, of both the suction surface throat shock and the suction surface expansion fan shock. Here the Euler solver predictions were better than the RANS solver. The resolution of the pressure surface

Figure 4: Case A: comparison of experimental and predicted Mach number distributions

Figure 5: Case B: comparison of experimental and predicted Mach number distributions

Figure 6: Case C1: comparison of experimental and predicted Mach number distributions

Figure 7: Case C4: comparison of experimental and predicted Mach number distributions
experimental data was insufficient to conclude whether or not the pressure surface expansion fan shock was over-predicted.

In test cases C1, Figure 6 and C4, Figure 7, the Reynolds number was varied while the outlet flow was kept at Ma = 0.92. The Mach number distribution was well predicted compared with the experimental data, except at the suction surface expansion fan, where the Euler solver predictions were reasonable, but the Spalart-Allmaras variants tested perform better up to approximately s/c = 1.15. The Yang-Shih k-ε predicted a shock at the throat while the Spalart-Allmaras predicted a trailing edge shock for C1.

Heat transfer comparisons
Test case A

![Figure 8](image1.png)

Figure 8: Case A: comparison of experimental and predicted heat transfer coefficient distributions for $T_u = 0.8\%$

![Figure 9](image2.png)

Figure 9: Case A: comparison of experimental and predicted heat transfer coefficient distributions for $T_u = 5.2\%$

As mentioned previously, test case A was wholly subsonic. At $T_u = 0.8\%$, Figure 8, a laminar separation bubble with downstream reattachment can be seen on the pressure surface just downstream of the leading edge. None of the models in either of the solvers were able to capture the high reattachment heat transfer at $T_u = 0.8\%$ (or the constant high heat transfer thereafter), although the boundary layer analysis indicates increased heat transfer due to reattachment for $T_u = 5.2\%$, Figure 9. Unfortunately, pressure surface experimental data resolution was too poor at $T_u = 5.2\%$ to capture experimental separation and reattachment. Clues can be obtained, however, from test case C1, which at an inlet Reynolds number of $Re = 2.349 \times 10^5$ was similar to that of test case A having an inlet Reynolds number of $Re = 3.385 \times 10^5$. In test case C1 experimental evidence of pressure surface separation and reattachment can be seen.

The Yang-Shih $k-\epsilon$ model, in Figure 8 and Figure 9 predicted a pressure and suction surface heat transfer distribution indicative of completely laminar flow for both turbulence intensities. The Spalart-Allmaras model with no transition model, however predicted a heat transfer distribution indicative of transition at 25% chord irrespective of turbulence degree. The Spalart-Allmaras model with transition predicted a heat transfer distribution resembling transition at about 50% chord for $T_u = 5.2\%$. The addition of the intermittency model improves the prediction of $T_u = 0.8\%$ turbulence case, however predicts late transition for the $T_u = 5.2\%$ case. The boundary layer code with transition performs very well, predicting the transition location and length for both turbulence levels.

Test case B

In test case B a shock occurred in the throat on the suction surface. The shock appeared to induce transition at $T_u = 0.8\%$ turbulence (Figure 10), while at higher turbulence intensity the transition point moves upstream, Figure 11.

![Figure 10](image3.png)

Figure 10: Case B: comparison of experimental and predicted heat transfer coefficient distributions for $T_u = 0.8\%$

![Figure 11](image4.png)

Figure 11: Case B: comparison of experimental and predicted heat transfer coefficient distributions for $T_u = 5.2\%$
The laminar separation bubble can be seen in the $T_u = 0.8\%$ case, with high reattachment heat transfer not captured by the models.

**Test case C1**
The Yang-Shih $k$-$\varepsilon$ model predicted a suction surface heat transfer distribution indicative of completely laminar flow (while predicting a second heat transfer peak on the suction surface just downstream of the leading edge for both turbulence degrees), while the Spalart-Allmaras model with no transition model predicts a heat transfer distribution indicative of transition at 10% chord irrespective of turbulence intensity. The Spalart-Allmaras with AGS transition model captures transition onset well for both turbulence intensities. The addition of improves

![Figure 12: Case C1: comparison of experimental and predicted heat transfer coefficient distributions for $T_u = 0.8\%$](image1.png)

![Figure 13: Case C1: comparison of experimental and predicted heat transfer coefficient distributions for $T_u = 5.2\%$](image2.png)

Figure 12: Case C1: comparison of experimental and predicted heat transfer coefficient distributions for $T_u = 0.8\%$

Figure 13: Case C1: comparison of experimental and predicted heat transfer coefficient distributions for $T_u = 5.2\%$

the heat transfer prediction trend by increasing the implied transition length. The effect of the shock appears over predicted by the models. In test case C1, Figure 12 and Figure 13 (low Reynolds number, outlet Mach number of 0.92), the suction surface heat transfer is laminar for both turbulence intensities, and a separation bubble on the pressure surface reattaches and trips to turbulence. Most models predicted essentially laminar flow, except the boundary layer code at $T_u = 5.2\%$ that predicted the increased heat transfer downstream of the separation bubble. The SA model without transition predicted head transfer indicative of transition at 33% chord on the suction surface.

**Test case C4**
The C4 case is the highest Reynolds number of the four C cases. The Yang-shih $k$-$\varepsilon$ model predicts a heat transfer distribution indicative of completely laminar flow, and a false heat transfer spike on the suction surface just downstream of the leading edge is seen for both $T_u = 0.8\%$ and $T_u = 5.2\%$ turbulence intensities Figure 14 and Figure 15. The SA without transition predicts a heat transfer distribution indicative of transition at less than 10% chord in each case. Spalart-Allmaras with transition model AGS predicts transition onset late for $T_u = 0.8\%$ and

![Figure 14: Case C4: comparison of experimental and predicted heat transfer coefficient distributions for $T_u = 0.8\%$](image3.png)

![Figure 15: Case C4: comparison of experimental and predicted heat transfer coefficient distributions for $T_u = 5.2\%$](image4.png)

Figure 14: Case C4: comparison of experimental and predicted heat transfer coefficient distributions for $T_u = 0.8\%$

Figure 15: Case C4: comparison of experimental and predicted heat transfer coefficient distributions for $T_u = 5.2\%$

approximately correctly $T_u = 5.2\%$, while the addition of intermittency delayed effective transition to downstream of the experimental transition region. The boundary layer code, by comparison, incorrectly predicts essentially laminar flow for the $T_u = 0.8\%$ case, but like the SA with AGS, predicts transition in the $T_u = 5.2\%$ case accurately.

**Conclusions**
The Consigny and Richards [9] test case is rich and challenging, as so many variables are varied independently. This makes it an excellent test case for validation of numerical codes that predict heat transfer in the presence of transition.
The pressure surface heat transfer was predicted reasonably well by all turbulence models tested in FINE™/Turbo, as well as the boundary layer solver. The boundary layer solver however consistently gave good results on the suction surface. It should be noted that the boundary layer code does have limitations. It is purely 2D, does not handle unsteadiness and is not appropriate near endwalls where secondary flows can be expected.

The Spalart-Allmaras turbulence model with AGS and intermittency modelling under-predicted suction surface heat transfer by predicting transition later then the other models.

The Spalart-Allmaras turbulence model with AGS but without intermittency predicted suction surface heat transfer fairly accurately.

The Yang-Shih k-ε turbulence model over predicted suction surface heat transfer more than any other model by predicting essentially laminar flow on the suction surface.

The Spalart-Allmaras turbulence model over predicted suction surface heat transfer worst by implying fully turbulent heat transfer.

From the above it can be seen that failing to introduce transition (as in the Yang-Shih k-ε and Spalart-Allmaras alone) does not effectively distinguish between laminar, transitional and turbulent regions, particularly on the suction surface. The addition of transition modelling is shown to greatly improve the heat transfer distribution, as can be seen in the predictions by the boundary layer solver and Spalart-Allmaras with AGS models. Unfortunately the addition of intermittency modelling as incorporated in the Spalart-Allmaras AGS implementation consistently predicts delayed transition, typically by 20% chord. Therefore given the limitations of boundary layer analysis, augmented by the generality implicit in a RANS analysis, the addition of transition modelling to a RANS solver (as implemented here in FINE™/Turbo) adds a powerful increase in heat transfer distribution prediction accuracy.
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