Experimental response of an optical sensor used to determine the moment of blast by sensing the flash of the explosion
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The Council for Scientific and Industrial Research (CSIR) conducts research into the effect of underwater explosions on maritime structures and equipment. One of the parameters that are required to be measured to a large degree of accuracy is the shock wave velocity in close proximity (10–120 charge radii) of the explosion, without having to revert to the streak photography method. This distance is in the region where the near field crosses over to the far field, and it would be expected that the distance–time curve would not be linear. The streak photography method produces accuracy in the very near field of the explosion, but is not recommended for accurate measurements at distances beyond 20 charge radii. We investigated the response of an optical sensor constructed to measure the light flash of an underwater blast to determine the moment of explosion. By measurement of the time taken between this moment and the time when the shock wave reaches the pressure sensors, accurate measurements of the distance–time history (and hence shock wave velocity) could be calculated. Twelve general purpose phototransistors were used in a parallel configuration to enhance the sensitivity of the sensor. These transistors were connected directly to a conditioning amplifier which formed the interface between the transistors and the data acquisition equipment. The results that were obtained confirmed that the light intensity of the flash of the explosion increased to a maximum within several microseconds. Measurements of the average velocity of the shock wave propagation, based on the flash measurement as a marker, correlated to within 0.1%, meaning that this method of marking the moment of explosion to within several microseconds had been successful. This method can therefore be used in similar underwater blast measurement applications when a measurement marker of the moment of explosion is required.
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Introduction

The Council for Scientific and Industrial Research (CSIR) conducts research into the effect of underwater explosions on maritime structures, as well as on equipment containing electronics, in close proximity of the blast. An underwater blast can have devastating effects on fixed structures and ships because explosives have greater effect in water than in air. Two factors contribute towards the damage to structures and equipment; these are the pressure caused by the shock wave, and the secondary pressure of the expanding and contracting gas bubble caused by the explosion. The pressure–distance function therefore needs to be determined to predict damage to equipment at a specific standoff distance. It is known that the pressure in close proximity to the blast is extremely difficult and impractical to measure because the amplitude of the shock wave is in the gigapascal range. Engineers therefore rely mainly on data previously reported, for example the pressure at the border condition given by Cooper1 and the pressure history given by Cole2 (accurate only for distances greater than a scaled distance of 50 charge radii).

To predict damage to structures or equipment at distances ranging from the border condition (0 charge radii) up to several hundreds of charge radii, a different approach to determine the pressure–time or pressure–distance function for the required standoff position of less than 50 charge radii (depending on the interest of the researcher) is needed. This different approach is extracted from both Cooper1 and Kira et al.3 who give the relationship between pressure and shock wave velocity, described by Equations 1 and 2.

\[ P - P_0 = \rho_0 U_s u_p, \]  
\[ U_s = C_0 + s u_p, \]

where \( P = \) pressure function, \( P_0 = \) atmospheric pressure, \( \rho_0 = \) density of water (1 000 kg m\(^{-3}\) for pure water at \( P_0 \)), \( U_s = \) shock wave velocity, and \( u_p = \) particle velocity.

Substitution of \( u_p \) in a rearranged Equation 2 into Equation 1, gives an equation which gives pressure as a function of shock wave speed (Equation 3). Therefore, if the shock wave speed can be measured in the near field, then the pressure can be calculated. This equation is assumed to be true for \( U_s > C_p \), because when \( u_p = 0 \) (therefore \( U_s = C_p \)), then the shock wave pressure is equal to atmospheric pressure, which is not true in close proximity to the explosion.

\[ P - P_0 = \rho_0 U_s \left( \frac{U^2 - C_0^2}{s} \right). \]

Kira et al.3 used a shadow graph method to obtain the time–distance function (inclusive of speed information) of the shock wave from the boundary condition to approximately 12 charge radii. The shadow graph method (also called the streak photography method) was not available for the purposes of this study; however, for practical reasons, the method seems to give a high degree of accuracy only for shock wave travel distances up to 50 mm, and hence was not deemed to be applicable in the context of this study which focused on greater distances. The focus of this study was to obtain pressure (velocity) information between 10 charge radii and 120 charge radii (just less than 1 m for a 30 g charge of plastic explosive (PE4)), where instrumentation containing electronics were to be placed. These distances are deemed to be within the crossover region of the near field to the far field of an underwater explosion.

As a result of the relationship between the pressure of the shock wave and the shock wave velocity, and taking cognisance of the difficulty of pressure measurement, we also measured velocity.
Obtaining velocity data in close proximity of the blast requires a high degree of accuracy in the determination of the 'moment of blast'. During previous executions of the measurement of time-related incidents during underwater explosions, some difficulty was experienced in accurately correlating the recorded data to the moment of the explosion, due to the inaccurate synchronisation of the method that was used to trigger the measurement equipment.

The synchronisation was achieved previously by measurement of the current flow through the detonator. Some detonators have characteristics which render this method practical for some applications, but for most, the time difference between the detonator current and the actual main charge to complete the detonation function varies too much to make accurate measurements of the shock wave propagation velocity in the near field.

This experiment investigated the possibility of using a photo-transistor (or array of phototransistors) to sense the flash that is produced when an underwater explosion occurs. Given that light travels much faster than any other known phenomenon in a transparent medium, the measurement of the flash of the explosion is a good method to determine the moment of explosion.

To validate the measurements, the average shock wave velocity was determined by the measurement of the shock wave pressure at predetermined positions, while using the light measurement as a time marker. A good correlation between blast events would mean that a solid time marker had been obtained, which would validate the postulation that the optical (or light) sensor was successful in this experiment.

Methods

An optical sensor was designed to give a high (10 V) voltage output when the flash of the explosion occurred. In the dark water, the optical sensor had a low voltage output (close to 0 V). The amount of light to be expected from a light flash of an explosion was unknown; therefore the methodology included repetitions with altered designs in the event that the first estimation proved to be incorrect.

The experiment was designed to place two pressure sensors in close proximity of a 30 g PE4 charge, and to place the optical sensor at a distance of approximately 0.5 m from the charge. Five blast events were planned for this experiment—two for which the two pressure sensors were placed at the same distance from the blast as the optical sensor, and three for which the pressure sensors were placed at greater distances from the blast. The distance–time data of a blast event in a previous experiment using the same setup (but with the sensor at a greater distance), were also incorporated into this experiment. The rationale was to calculate the average propagation velocity of the shock wave by using the time taken from the moment of the explosion, as measured by the optical sensor, and the time taken for the shock wave to arrive at the pressure sensors at two positions from the blast. The experiment would be considered successful if the calculation of the average shock wave velocity (or distance–time relationship) between the equidistance points was within 1% of each other, and the light sensor output gave a sharp rising edge <5 µs, which could be used as the time marker for the blast event.

Experimental setup

This experiment was planned to coincide with another experiment where the charge sizes and available standoff distances would be favourable for this experiment to succeed. Therefore, the mechanics for this experiment differ somewhat to what would be expected under different circumstances.

For all blast events a 30 g PE4 charge was mounted at the centre of the bottom plate (see Figs 1–3). For Events 1–3, the pressure sensors were mounted close to the outer corners of the pyramid base. The optical sensor was mounted on the side of the frame in the middle (Fig. 1). For Events 4 and 5, the pressure sensors were mounted on the side of the frame in the middle, as was the optical sensor (see Fig. 2).

Equipment

The optical sensor. One of the characteristics of a shock wave that is known to contribute to damage inflicted upon a blast-loaded object (e.g. a ship’s hull), is the shock wave pressure, and therefore also the speed at which the shock wave propagates (Equation 3). At the boundary condition, where the shock wave is transmitted from the exploded mass to the surrounding water, the speed of the shock wave is at its highest value. The measurement of the speed of the shock wave has therefore become an important variable in the determination of damage resulting from the blast characteristics. This experiment measured the average speed of the shock wave at two standoff distances, using a custom optical sensor to determine the time origin of the explosion by capturing, and marking the commencement of, the light that the exploding material produced.

The optical sensor consisted of a string of 12 optically-sensitive transistors, connected in parallel (Fig. 4). The transistors were connected to a 20-m RG58 coaxial cable with Bayonet Neill Concelman connector (BNC) termination, and potted with Elite FR-766 polyurethane potting in a small plastic holder. The optical sensor was directly powered by the conditioning amplifier, which was adjusted to deliver a constant current of 17 mA to
the sensor. When the flash of the explosion occurred, the light produced by the explosion reduced the forward resistance of the parallel transistors. It was expected that the explosion of 30 g of PE4, at standoff distances between 400 mm and 700 mm, would produce more than adequate photons to push the sensors into their saturation limit before being disturbed by moving water. The sensors were designed to produce a sharp-rising leading edge when the light was applied; no changes in light intensity were required when the sensor was in the saturation mode. The change in the transistor resistance was transformed by the signal conditioner and passed to its output as a voltage, which was measured by the data acquisition equipment.

The optical sensor was placed on the side of the test sample in a position where it could sense the flash, yet not be damaged by the blast. It was secured onto the test sample by using double-sided adhesive tape (approximately 3 mm thick) to enable it to tear loose during the explosion without sustaining damage. Figure 5 shows the position of the optical sensor on the underside of the test unit, relative to the charge position. The position of the pressure sensors were moved from the position shown in Fig. 5 (for Events 2 and 3) to a position nearer to the explosive charge, as shown in Fig. 6, for Events 4 and 5.

**Signal conditioner and amplifier.** The signal conditioner used was a PCB Piezotronics model 482A22. The pressure sensors had built-in charge amplifiers, and were supplied with the required power by the conditioning amplifier, which also supplied a constant current to the photosensor.

**Pressure sensors.** To measure the pressure amplitudes of the explosions at certain standoff distances, two tourmaline piezoelectric sensors with built-in charge amplifiers were used; these sensors were specially designed for the measurement of pressure shock waves as produced by an underwater blast. The sensor assembly is shown in Fig. 7. Two models were used: 138A10 and 138A50. The only difference between the two models was their sensitivity (Table 1). A 25-m long RG58C/U coaxial cable was attached to each sensor via a connector at both ends. To measure the explosion pressure, the sensors and cables were connected to a PC expanded interface (PXI)-format data acquisition card, capable of measuring four channels, with each channel sampling at 2 MS s$^{-1}$.

**Custom synchronisation equipment.** The measurement-recording...
equipment was fitted with memory to record only 1 s of data in the four channels. Keeping in mind that the optical sensor was under investigation in this study, another measurement-cycle trigger had to be found which would trigger the measurement event before the explosion flash was expected (pre-trigger). For this purpose, a custom trigger unit was developed that would trigger the measurement event when the electrical current through the detonator exceeded a threshold, which would generate a logic trigger pulse.

This logic trigger pulse was fed to the data acquisition equipment as an external trigger for the measurement cycle to start. It was expected that the time between this moment and the time for the main charge to produce a flash would be milliseconds, which would produce enough pre-flash information to be able to assess the operation of the optical sensor. The pre-flash history is shown in Figs 9–12, from which it was established that the time between the initiation of the detonator and the production of the explosion flash ranged from 2.024 ms to 11.467 ms. The large variation in these times precluded this synchronisation method from being used as a time-of-explosion marker, but allowed a reliable method for starting the measurement cycle which would include a few milliseconds of pre-flash information.

A PXI computer containing a 4-channel data acquisition card was used, in a configuration for measurement at 0.5-µs intervals.

Results

A total of five charges were detonated for the experiment. Measurement results were obtained for only four events. The first event experienced a sub-system power loss, and no data was recorded. Data for Events 2–5 were recorded successfully.

Pressure measurements

Pressure measurements were recorded by two pressure sensors per event. For Events 2 and 3, the pressure sensors were positioned at the corners of the test jig, giving a direct (measured) linear distance from the charge to the sensors approximating 625 mm and 635 mm, respectively (see Fig. 5 for the position of the pressure sensors and Table 2 for actual measurements). For Events 4 and 5, the pressure sensors were moved to the centre position of the pyramid test jig edge, giving standoff distances of approximately 445 mm and 465 mm, respectively (see Fig. 6 for pressure sensor positions). The peak pressure results are shown in Table 2 and Fig. 8. Superimposed on Fig. 8 is a graphical representation of the predicted pressure versus standoff distance equation by Cole. These results show that the pressure measurements correlated well with the theoretical equation by Cole, and therefore constituted valid pressure measurements.

<table>
<thead>
<tr>
<th>Model</th>
<th>Calibrated sensitivity (mV MPa⁻¹)</th>
<th>Maximum pressure (ksi)</th>
<th>Maximum pressure (MPa)</th>
</tr>
</thead>
<tbody>
<tr>
<td>138A10</td>
<td>73.57</td>
<td>10</td>
<td>69</td>
</tr>
<tr>
<td>138A50</td>
<td>12.32</td>
<td>50</td>
<td>345</td>
</tr>
</tbody>
</table>

Table 1. A comparison of the sensitivities and maximum pressures of the two models of pressure sensors used in this study.
Time measurements

Figs 9–12 give the measurement results in scaled voltage. The point at time \( t = 0 \) (on all graphs) is the point at which the measurement cycle, of duration 1 s, was initiated. The time \( t_{\text{opt}} \) is the time between the moment that the current through the detonator exceeded the explosion threshold (initiating the detonator) and the moment that the main charge flash was measured by the optical sensor. The time \( t_s1 \) is the time between the flash detection by the optical sensor and the occurrence of the leading edge of the shock wave pressure measured by Sensor 1; and similarly the time \( t_s2 \) is the time between the flash detection by the optical sensor and the occurrence of the leading edge of the shock wave pressure measured by Sensor 2. All four graphs are shown so that the differences between the measurements of Events 2–5 can be seen. The measured times (\( t_s1 \) and \( t_s2 \)) are given in Table 3 and were plotted in Fig. 13 to show a visual correlation with the graphs obtained by Equation 4.

The optical sensor collector-emitter capacitance caused the negative slope to slew at a slower rate than the positive slope (see point A in Fig. 9 and Fig. 10). This effect was due to the fact that when the phototransistors were forward biased by the application of light, the forward resistance reduced to a relatively small value compared to the transistor capacitance. This relatively small forward resistance of the switched-on transistors appear in parallel with the collector-emitter capacitance. When the light caused by the explosion had expired, the forward resistance of the phototransistors increased to a value which was very high (practically causing an open circuit). The transistor capacitance then became the dominant part of the transistor impedance, which caused the voltage to drop at a slower rate than the rising slope of the measurement.

An additional ‘slowing down’ of the reactance of the phototransistor, may have been due to an avalanche effect (started at the presence of light which activated the photo characteristics of the transistor, but escalated to an oversaturation of light followed by a transistor avalanche) which should stop when the light disappears, but does not stop immediately. This characteristic varies between transistor types. The uncertainty of the switch-off time caused the measurement of a possible ‘sustained light period’ to be unreliable, but is not vital to this study and is therefore not discussed in more detail. The reason for the oscillations in the light-sensor measurements in Fig. 12 also is unknown, but does not affect our result.

Shock wave propagation velocity

The core aim of this study was to measure the velocity profile of the shock wave using the optical sensor leading edge output (explosion flash marker) as a reference point.

The actual times taken for the pressure shock wave to travel from the point of detonation (leading edge output of the optical

<table>
<thead>
<tr>
<th>Event</th>
<th>Peak pressure measurements</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Sensor 1 (mm)</td>
</tr>
<tr>
<td>Event 2</td>
<td>630</td>
</tr>
<tr>
<td>Event 3</td>
<td>630</td>
</tr>
<tr>
<td>Event 4</td>
<td>24.5</td>
</tr>
<tr>
<td>Event 5</td>
<td>18.6</td>
</tr>
</tbody>
</table>
sensor) to the pressure sensors were recorded as \( t_{s1} \) and \( t_{s2} \), shown in Table 3 and Figs 9–12. The distance–time results were transformed to velocity values (as described forthwith), and the results are shown in Fig. 14.

### Distance–time results

Two published studies were found which have reported theoretical methods to calculate the distance–time curves and, by differentiation, the velocity history of the shock wave of an underwater explosion. These studies were by Kira et al.\(^3\) and Takahashi et al.\(^5\) both measured the shock wave by streak photography, and then plotted the distance–time graph as it was captured by this photographic method. By using nonlinear curve-fitting methods, Kira et al.\(^3\) extracted an equation for \( R \) (Equation 4).

\[
R = A_1 \left( 1 - e^{-2t} \right) + A_2 \left( 1 - e^{-3t} \right) + A_3 \left( 1 - e^{-4t} \right) + C_0 + B_n, \quad \text{(4)}
\]

where \( R \) = standoff distance, \( C_0 \) = sound velocity in the medium, and \( A_n \) and \( B_n \) = coefficients obtained by using nonlinear curve-fitting methods.

Takahashi et al.\(^5\) produced a similar equation. The coefficients \( A_n \) to \( B_n \) were called 'parameters' by Takahashi et al.\(^5\) and it is presumed that they were influenced by the explosive formulation and explosive mass. From the graphical data supplied by Takahashi et al.\(^5\) it was possible to extract the coefficient values of \( A_n \) and \( B_n \) in Equation 4. These coefficients are listed in Table 4. The first row in Table 4 refers to the experiment by Takahashi et al.\(^5\) and the determination of the coefficients by curve-fitting methods. The second row in Table 4 refers to the results obtained by this study. The mass of the explosive material used by Takahashi et al.\(^5\) is not known, but, for the purposes of this study, a correlation was found between the shape of the curves produced in our study and by both Takahashi et al.\(^5\) and Kira et al.\(^3\). Kira et al.\(^3\) reported that the larger the diameter of the spherical explosives, the higher the initial velocity, resulting in higher end values of distance at the same time stamps.

The distance–time curves in both Takahashi et al.\(^5\) and this study are shown graphically in Fig. 13. The points in Fig. 13 were the actual measurements obtained in this study, and the top curve (using Equation 4 and the coefficients shown in Table 4) was fitted onto the data points. The correlation coefficient between the data

<table>
<thead>
<tr>
<th>Event</th>
<th>Direct distance to Sensor 1 (mm)</th>
<th>Direct distance to Sensor 2 (mm)</th>
<th>Time measured to Sensor 1, ( t_{s1} ) (µs)</th>
<th>Time measured to Sensor 2, ( t_{s2} ) (µs)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>630</td>
<td>640</td>
<td>Not measured</td>
<td>Not measured</td>
</tr>
<tr>
<td>2</td>
<td>630</td>
<td>640</td>
<td>379</td>
<td>389</td>
</tr>
<tr>
<td>3</td>
<td>630</td>
<td>640</td>
<td>389</td>
<td>382</td>
</tr>
<tr>
<td>4</td>
<td>460</td>
<td>455</td>
<td>277</td>
<td>271</td>
</tr>
<tr>
<td>5</td>
<td>445</td>
<td>465</td>
<td>267</td>
<td>276</td>
</tr>
<tr>
<td>Previous</td>
<td>935</td>
<td>930</td>
<td>602</td>
<td>583</td>
</tr>
</tbody>
</table>
points and the fitted curve was 99.9%. The curve produced from the data by Takahashi et al. (bottom curve in Fig. 13) also corresponds well with the curve fitted (top curve in Fig. 13) onto the measured data points. This means that the measured data points represent a shock wave distance–time curve with a high degree of accuracy for the distances recorded by this experiment.

Shock wave velocity
The shock wave velocity can be calculated by differentiation of Equation 4, resulting in Equation 5:

\[ U_s = A_n B_n e^{-B_n t} + A_n B_n e^{-A_n t} + C_0, \]

where \( U_s \) = shock wave velocity, \( C_0 \) = sound velocity in the medium, and \( A_n \) and \( B_n \) = coefficients obtained by using nonlinear curve-fitting methods.

The results of Takahashi et al., as well as the results of this study, were combined in graphical format (after differentiation) in Fig. 14, which indicates that the shock wave velocity curves of two different explosive compositions and different encasings converged within 20 \( \mu s \) and approximated the speed of sound in water after about 40 \( \mu s \). The validity of the curves in the time zone from 0 \( \mu s \) to 40 \( \mu s \) is not reported in this study, and is also not vital to this study; the data correlates well with the fitted curve due to the fact that they are linearly positioned on a linear portion of the theoretical Equation 4.

The optical sensor sustained no damage and laboratory tests before and after the sea trials were, within reason, identical (results not shown).

Conclusions and recommendations
This study was the first of a series of tests using an optical sensor to determine the point in time that could be used as a time marker for the moment of explosion in underwater explosions. This method proved to be reliable due to the rigidity of the sensor, the fast initial response time, the repeatability of the results, and the excellent correlation between the measured data and the theoretical data. We thus conclude that using the flash detection of an underwater explosion, by means of an optical sensor, as a marker for 'time zero' was successful in this study.

The secondary information gained from this experiment, the 'duration of the blast' (the 'sustained light period'), was deemed to not be reliable at this stage, because the phototransistors were overexposed, and displayed a characteristic of switching off relatively slowly (probably at an indeterminate time after the flash subsided). If the duration of this period were relevant, we suggest that a faster phototransistor or photodiode be used and calibrated against the standoff distance and amplification, such that saturation during the flash period would not occur.

Table 4. Coefficients used in Equation 4.

<table>
<thead>
<tr>
<th>Experiment</th>
<th>A1</th>
<th>A2</th>
<th>A3</th>
<th>B1</th>
<th>B2</th>
<th>B3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Takahashi et al.</td>
<td>25</td>
<td>2.8</td>
<td>0.8</td>
<td>0.085</td>
<td>0.4</td>
<td>0.08</td>
</tr>
<tr>
<td>This study</td>
<td>25</td>
<td>25</td>
<td>0.8</td>
<td>0.085</td>
<td>0.4</td>
<td>0.08</td>
</tr>
</tbody>
</table>
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