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ABSTRACT 

In this paper, we address the issue of how to design IVR 

interfaces for the developing world. Against the backdrop 

of the following idiosyncratic observations including, the 

majority of users being either semi-literate or non-literate, 

and the impact of a different set of social-cultural, 

linguistic, and domestic challenges, amongst others, we 

advocate the enculturation of IVR interfaces different 

from the developed world. This requires the tailoring of 

functionalities and interactive modalities to the cultural 

values and context of use. Thus, we propose a dialog (user 

interface) design model consisting of three components: 

Get input, Error-recovery, and Play results (output). These 

are shown to be critical for implementing usable and 

culturally-suitable IVR interfaces for low-literacy user 

populations. 
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1.  Introduction 
 

In general, Interactive Voice Response (IVR) interfaces, 

ipso facto, are fraught with typical design issues including 
(a) recognition errors, (b) auditory and cognitive 
challenges, (c) user control of the interaction, (d) 

ambiguities, etc., all of which present usability challenges 

that greatly impact voice automated services [1, 2]. 

Despite these challenges, examples abound of several 

successfully deployed IVR systems (speech and touch-

tone input) in the developed world - health-management 

systems [3] and commercial voice portal systems, such as 

Google’s Goog-411 service [4] and the TellMe service 

[5].  

 

In the developing world (note that many regions e.g. 

India, South Africa, Brazil, may have hubs of 

technological advancement with small sub-sets of highly 

literate populations, however our reference to the 

‘developing world’ in this paper refers to larger 

populations in these regions who are low literate and 

technologically in-experienced) IVR interfaces have also 

been argued to be the logical and natural means for 

implementing automated services or solutions [6, 7, 8, 9, 

10, 11]. This proposal is supported by several reasons and 

two of which will suffice; the first is the pervasive use and 

penetration of mobile phones in the developing world 

[12], and the second is the observation that use of IVR-

based interfaces requires minimal skills compared to the 

usability of other computer-based interfaces. These are 

important considerations since the majority (98%) of the 

world’s non-literate population lives in the developing 

world [13]. As a result, telephone-based access to 

information can afford such populations access to 

information and the opportunity to participate in the 

digital age. In addition, telephone-based IVR services in 

contrast to PC-based solutions have lesser infrastructure 

costs and no maintenance requirements from the user 

since the system can easily be centrally maintained at 

more geographically convenient locations [8, 9, 14].  

 

To date, there have been a few pockets of research 

activities to explore the feasibility of IVR interfaces for 

low literacy users [15, 16, 17, 7, 8, 18]. There have been a 

number of preliminary findings and practical lessons 

learnt but much still needs to be done in terms of fully 

exploiting the possibilities of IVR interfaces in a context 

very different from the developed world [19, 20]. In light 

of the foregoing, the question addressed in this paper is 

how we should design IVR interfaces for low literacy 

users in the developing world.  We focus on the range of 

currently deployed systems (primarily in the healthcare 

and information retrieval domains) and propose a dialog 

design model shown in Fig. 1 that should be considered 

valuable for designing optimal IVR interfaces for low 

literacy users in the developing world. 

 

 
 

Fig. 1 Dialog design model for IVR interfaces 
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GET INPUT: this offers the principled basis for user-

system interaction. We propose natural language 

interfaces should be avoided and that semantic options 

(what the user can do or request) should be presented to 

the user in the form of numerical choices that they can 

select(press) on their mobile phones, i.e., Dual Tone Multi 

Frequency (DTMF) or touchtone. 

 

ERROR RECOVERY: this component validates the 

accuracy of what the system has understood as the user’s 

request. When there is an error, it guides users to correctly 

state their request. To recover from errors, we propose a 

multimodal process combining audio with images or icons 

with appropriate use of explicit vs. implicit confirmation 

prompts. 

 

OUTPUT: this offers the principled basis for presenting 

the requested information back to the user. We propose 

that this interaction should be done in the local language 

with attention paid to user interface metaphors, persona 

and prompt translation. 

 

This proposed dialog design model is predicated on a 

crucial underlying assumption that centers on the need for 

enculturation of IVR interfaces in the developing world—

due to the vastly different social-cultural and domestic 

environment. The enculturation of IVR interfaces 

suggests that such interfaces should be balanced against 

the existing social-cultural and domestic environment of 

the users, which may influence the usability of the 

applications in terms of its domain and nature of task. 

This may significantly affect the usage and 

trustworthiness of these systems amongst low literacy 

users.  

 

For example, in a recent study done on kiosk usage 

amongst farmers in India [21], it was found that the 

provision of information was itself not enough to promote 

usage of an information source (kiosk), but rather the 

perceived quality of the information determined its usage. 

Although the farmers had some use for the service, they 

did not visit the kiosk because they did not consider 

certain kinds of information at the kiosk ‘trustworthy’ 

enough. The study found that users did not regard 

trustworthiness as only the “correctness” of the 

information being presented but also the “information 

source”: if the information required by the farmers 

involved high stakes (urgent, confidential or crucial) then 

trustworthiness was a crucial factor in determining service 

usage and in the absence of regular interactions with 

kiosks the farmers reverted to more traditional channels 

even if they were more expensive (time and money).  

Similarly, it was observed during the heuristic evaluation 

of a demo telephony application for tracking 

Unemployment Insurance Fund (UIF) payments in South 

Africa, that some evaluators felt “even though the system 

cannot be used to obtain money directly, that it was not 

sufficiently ‘secure’ or ‘private’”[22, 23]. These two 

examples underscore the fact that the perception of risk 

with technology adoption in the developing world may be 

tied to the culture surrounding the nature of request and 

not so much the perceived value of the interface.  

 

From a design perspective, enculturation of IVR 

interfaces implies tailoring the functionalities and 

interactive modalities to the cultural values of the user 

population. For example, the fact that IVR interfaces with 

speech are popular in the developed world does not 

guarantee its adoption and usability in the developing 

world. Given the typical design problems with standard 

IVR interfaces, and in addition to the peculiarities of 

developing regions such as (a) literacy (text/writing 

versus speech/orality in local languages), (b) phatic 

communion (domestic and social-cultural aspects of rural 

life), (c) usability (user interface suitability and familiarity 

with technology,) etc.,  one can not mindlessly impose 

IVR design practices on the developing world without 

significant customization to suit the needs and behavior of 

users.  

 

In the sections that follow, we will describe each element 

of the dialog design model mentioned above with 

motivation and various examples from our own 

experiences and previous work.  

 

2. Get Input 
 

In this section we will address the question of what could 

be the preferred input mode in IVR interfaces used by 

semi and non-literate users in the developing world. 

 

There has been much debate around which modality is 

preferred by users for interaction with speech interfaces: 

DTMF or speech input? [2, 24, 25, 26]. The general 

conclusion from previous work comparing speech to 

DTMF in developed world contexts favor the use of 

natural language (NL), which uses open-ended or free-

form dialog, or at least some form of speech recognition, 

over DTMF. We note that all of these comparison studies 

[2, 24, 25, 26] targeted business-typical applications, like 

voicemail, call routing and banking, which are more 

applicable to users on the higher end of the literacy 

spectrum in the developed world.  

 

Another noteworthy issue from a technical feasibility 

perspective is that the above-mentioned studies are based 

on IVR systems in the common world languages (English 

and European languages) and they assume that NL 

technologies are easily available in all languages. This is, 

however, not the case for under-resourced languages in 

developing countries where linguistic knowledge and 

resources, technical expertise, computing infrastructure 

and funding to build NL systems are limited [27]. Thus, 

the conclusion on the use of NL in IVR systems is 

questionable in the context of developing regions of the 

world where the users are naturally unfamiliar with such 

systems and the technology. With an unconstrained 

interface like NL (e.g. “How may I help you today?” type 



of interfaces), which may not have optimal 

recognition/understanding rates for new languages, the 

likelihood is that users may get confused and this may 

result in user frustration, leading to call abandonment [1, 

28]. We conjecture that such initial bad experiences may 

result in the development of a fear/aversion towards the 

use of automated systems with this user population.  

 

Therefore, we suggest that IVR interfaces for low literacy 

users in the developing world should exclude the use of 

NL. This leaves us with only one other intuitive design 

option with speech, i.e., directed dialog (where a speaker 

says a keyword or command). In contrast to DTMF, it has 

been suggested that speech recognition input may be more 

suited to low literacy user groups [16, 22]. Some reasons 

offered include the need for numerical literacy to operate 

a DTMF interface, and the strong oral cultures that exist 

in these groups. Here is an example of IVR interface with 

speech: 

System: Welcome to the Nation’s Rail System. 

For Fares, say “fares” or for the list of 

trains, say “schedule”. 

User: “Fares” 

 

In contrast, IVR interfaces using DTMF to elicit user 

input would have the following structure:  

System: Welcome to the Nation’s Rail System. 

For Fares, press 1 or for the list of 

trains, press 2. 

User: [user presses 1 on mobile phone 

keypad] 

 

To date there have only been a few user studies conducted 

to experimentally evaluate the modality preference of low 

literacy users [15, 16, 17] and we will describe these 

below. The study by Sherwani et al [16] compared DTMF 

with speech input (directed dialog design) in the context 

of an information-line for community health workers in 

Pakistan (HealthLine). They report higher task success 

rates with speech input, although, subjectively, there was 

no significant difference in user preference for DTMF or 

speech input.  

 

In the Avaaj Otalo study by Patel et al [17] in India, an 

IVR-based community forum which allows farmers to 

obtain agricultural information over the phone was tested 

for DTMF and speech input. Their results indicate that 

task success was significantly higher for DTMF compared 

to speech input (directed dialog). The subjective ‘user 

perception of difficulty in task’ was also measured: 

DTMF users found it much easier to provide input to the 

system as opposed to speech-input users.  

 

Lastly, a study conducted by Sharma et al [15] compared 

two identical systems (DTMF and speech) for user 

preference and task completion, in the context of 

OpenPhone – a health information IVR service for 

caregivers of HIV-positive children in Botswana. The 

results indicate user preference for DTMF (59%) over 

speech input (19%) (22% indicated no preference), 

although both systems were comparable in performance. 

This was based on objective metrics such as task 

completion rates, average response time and the number 

of user turns taken per call. Users in the OpenPhone study 

cited reasons such as DTMF being faster, quicker to use 

and more confidential. The study did not investigate 

which of these (speed or confidentiality) carries more 

weight.  

 

On closer examination of these three studies, we observe 

that the results of HealthLine seemingly disagree with 

those of Avaaj Otalo and OpenPhone. However, we note a 

significant consideration regarding user training or 

familiarity with the system. In the case of HealthLine, 

Sherwani et al [16] report that their users had been 

exposed to the system earlier and there was significant 

time spent training the users before the study, but in 

OpenPhone and Avaaj Otalo, this was not the case. From 

a practical perspective, it would appear that the latter 

studies might be more representative since, in many 

instances, user training on a large scale may not be a 

feasible option in developing world regions due to 

geographical and resource constraints. In addition, 

another important observation is also underscored in the 

results of [15, 17] which is the observation that numerical 

literacy is not an overwhelming argument against using 

DTMF in the developing world.  

 

Furthermore, in comparing these studies, one must 

acknowledge that the specifics of the interface (e.g. type 

of prompting), the cultural context, and the domain of use 

(health, agricultural, finance) need to be taken into 

account when choosing the modality type. A similar 

observation has been made by Barnard et al in [19] where 

the interaction between ‘user ability’ and ‘application 

complexity’ are used to describe the ‘utility of speech’ in 

the developing world. They also conjecture (based on 

developed world studies) that simple linear tasks (which 

can serve as a good starting point for introducing IVR 

services in the developing world) may be easily 

performed using non-speech modalities [19].  

 

Below we describe two additional factors which support 

using DTMF for IVR interaction, especially in the 

healthcare domain.  

 

2.1. Usage Culture  

 

Mobile phone usage and ownership models in the 

developing world tend to be different from those of the 

developed world due to cultural and socio-economic 

disparities. The latter tends to have a single ownership 

model, but in the former we observe multiple users and a 

shared ownership model [29].  For example, in many parts 

of Africa, it is very common to see kiosks where people 

resell mobile minutes by allowing the population to come 

in and pay to use the phone service (charged per minute). 

This shared use has implications for the design of IVR 



interfaces. For example, the systems with speech 

commands will have to deal with possible speech 

recognition issues from multiple users, noisy 

environments, and interruptions from the context of use. 

Quite often, on-lookers are keen to participate as 

experienced in the Tamil market user study in India [7, 8], 

and noise from the surroundings increase the chances for 

greater recognition errors with speech. In contrast, 

culturally-based usage favors DTMF since its recognition 

is not typically affected by a noisy background.  

 

2.2. Privacy  

 

The use of speech feedback or input in kiosks as well as 

the use of personal mobile phones in public places 

compromises user privacy since anybody within hearing 

distance can hear the user’s input. This is particularly 

important because, for example, many of the current 

applications or services available via mobile phones in 

Africa focus on the health domain, e.g. AIDS/HIV 

outpatient care. As was noted in the study of OpenPhone 

(a HIV health information IVR service) in Botswana [15], 

a few participants reported privacy as a reason for their 

preference of DTMF over speech input – “nobody can 

hear what I say [health-related keywords] and what I’m 

looking for [the kind of health information]”.  

 

We observe that although the HealthLine service [16] 

provided health information, privacy was not mentioned 

as a primary concern by its users unlike OpenPhone. We 

note and reflect from [16] that the community health 

workers receive training in health topics and use health-

related terms (potentially private) in their day-to-day work 

of helping community members. The care-givers in 

Botswana, on the other hand, do not receive much health-

related training (something in the order of 1 hour to 1.5 

hours of a basic lecture) and only deal with health-related 

topics in the context of caring for their own child, thus 

making them possibly more sensitive to privacy issues.  

 

One may also argue that this is an extreme case since 

HealthLine and OpenPhone were health-related 

applications. However, privacy as a design consideration 

may not be a concept that is important to just the 

developed world, especially if/when financial services 

become available on mobile phones in the developing 

world. For example, in an assessment for kiosk usage by 

low literacy users in India [21], it was found that some 

farmers did not want to use an account balance checking 

service at the kiosk because they did not want the kiosk 

operator to know their account information (the operator 

typically had to help them since they didn’t know how to 

use a computer). In another example, a mobile phone 

usage study was conducted in Uzbekistan by Wei et al 

[30]. They report that mobile phone use in public spaces 

was ‘conservative’, where people generally tend to 

minimise public use of their phones.  

 

In conclusion, when designing IVR interfaces for low 

literacy users, designers should take into account the 

environment of use, the privacy implications for the 

particular task domains and the technical feasibility of the 

speech processing tasks required. In fact, from a technical 

feasibility and usability perspective a sub-optimal speech 

recognition system in an IVR service can lead to user 

frustration and call abandonment [28]. In a recent industry 

survey [31], it was found that 45% of consumers would 

like to use speech “as little as possible” in contrast to 9% 

of vendors; this highlights the fact that while researchers 

and the speech industry may be more focused on spoken 

interaction, consumers are “more concerned with 

limitations that cause [system] fragility and unexpected 

behaviour” [19].  In this regard, on the issue of whether to 

use DTMF or speech, we have observed that natural 

language understanding (NLU) is not suitable, and that 

DTMF may be better suited for healthcare and possibly 

for financial services. 

 

3. Error Recovery 
 

Given the challenges of temporality and ambiguity of 

speech (audio prompting) [1, 28], whenever there is an 

error in the use of the IVR, listening to the error re-

prompt may exasperate the low-literate user. Also, the 

unfamiliarity of low literacy users with IVR systems in 

general may lead to more errors (at least in the initial 

stages). Plauche et al [7] found in their field experiments 

with a speech interface prototype that users often did not 

limit their speech to the allowed keywords leading to 

errors. 

 

Thus, an important element of audio prompt design for 

low literacy users is providing robust error management. 

Without clear error recovery feedback for low literacy 

users, the learning curve for the user interface may 

become much harder and perhaps a somewhat frustrating 

experience. This may discourage low-literacy users in 

making use of the IVR service or at the very least, it could 

cause unnecessary apprehension towards the technology 

(or any ICT intervention). Thus, amongst the elements of 

error recovery, an important aspect is to provide targeted 

help at each point in the dialogue. All error feedback 

messages should be clear and context-dependent so that 

users have unambiguous instructions on exactly what they 

can say/press at any point.  

 

In this regard for IVR services, implicit and explicit 

confirmation prompts can play an important role in error 

prevention and recovery. Implicit confirmations are more 

open-ended, where the system does not explicitly tell the 

user what to say. For example:  

System: Which city are you travelling to?  

User: Pretoria  

System: What day of the week would you like to leave 

Victoria ?  

User: No, Pretoria ! 

 



The use of implicit confirmations reduces the number of 

turns taken by the user, which makes the interaction less 

cumbersome but it places the onus on the user to respond 

to an error in an expected manner [32]. In the case of low 

literacy users (or any user unfamiliar with such 

interfaces), they may not be fully aware that they can say 

something or, in fact, what to say to correct the error, 

resulting in a high likelihood of call abandonment.  

 

Explicit confirmations, on the other hand, compel the user 

to respond through direct instructions, but of course these 

result in a longer interaction and are less conversationally 

natural. For example: 

System: Which city are you travelling to?  

User: Pretoria  

System: Did you say Victoria ? Please say ‘Yes’ or ‘No’.   

User: No ! 

 

In general, some useful guidelines for determining the use 

of implicit or explicit confirmations have been proposed 

[33]: (a) for actions that can be easily undone and are non-

critical, use implicit confirmations; (b) for critical actions 

(e.g. a bank transaction) use explicit prompts. However, 

in the context of the developing world, the IVR designer 

will have to maintain a careful balance between the use of 

implicit and explicit confirmations. We conjecture that 

explicit confirmations may hold a higher weight in this 

compromise; however this research question remains yet 

to be empirically answered for low literacy user groups.  

 

An interesting example of the use of implicit 

confirmations with low literacy users was reported in [9], 

where implicit confirmation of users’ input resulted in a 

“Yes” (from the users) causing the system to 

misunderstand this unexpected utterance. Examples like 

these further motivate the need for focused investigations 

to determine the application (and effectiveness) of 

implicit and explicit confirmation prompts.  

 

We further propose that the process of recovery from 

errors should go beyond mere audio prompting and use 

multimodality, i.e., combine audio with icons or images, 

to offer contextually-relevant help. This proposal is 

supported by previous studies that have argued that semi-

literate users needed to be shown the proposed computer 

intervention in the context of how it could be useful to 

help them solve the problem, rather than simply telling 

them [9, 10, 11, 16, 34].  

 

This general strategy of providing context to assist low 

literacy users can be applied to IVR interfaces such that 

graphical content (icon or image) is combined with audio.  

As a result, instead of just providing speech instructions 

to the user, they would see a set of icons or images and 

clicking or selecting a particular one triggers speech to 

guide them to fix the error in the relevant context. 

Moreover, some studies have shown that the inclusion of 

speech with graphical content (or vice versa) increases the 

usability of interfaces designed for low literacy users. 

In particular, it has been observed that providing voice 

feedback (audio message playback when a user hovers 

over a graphical icon) for a text-free graphical user 

interface was crucial to the success of the user interface 

(UI) [34]. Without voice feedback, users struggled despite 

significant prompting. The importance of voice feedback 

has also been noted by Parikh et al. [34] who found that 

providing audio feedback enforces a structured ‘dialogue’ 

like style, making the interaction proceed like a 

conversation between the user and the device. This 

‘dialogue’ like conversation could also help in shaping the 

speed of the user interaction in that the user listens to the 

audio and then responds accordingly.  

 

In conclusion, we postulate that error recovery in IVR 

interfaces for the developing world should be based on 

clear instructions such as explicit confirmations where 

needed. In cases where it is relevant, the application 

should use a multimodal strategy which combines 

graphical content on the user’s mobile phone with audio 

to offer context-sensitive information. This will help or 

guide the user to easily and gracefully recover from an 

error.  

 

4. Play Results (Output)  
 

The final component of our proposed dialog design model 

deals with the way that results or information are 

presented to low literacy users. In our discussion of error 

recovery and multimodality, we adopted a strategy which 

combines graphical content (icons or images) with speech 

or voice feedback. We would like to point out that the 

crucial success element of voice feedback in the examples 

from previous literature [8, 34, 35] and our experiences in 

designing OpenPhone in Botswana [15], is the fact that it 

was done in the local vernacular.  This did not only make 

the interface on the mobile phone easier to use but also 

generated a lot of interest and excitement amongst 

participants in the user study [7, 8].  

 

Thus, it is important that the voice output in IVR 

interfaces in the developing world be in the local 

language. Having voice feedback in the local language 

could also play an important role in improving usability of 

the interface by making it faster and easier for users to 

understand the system. For instance, it has been observed 

based on use of a PDA-based health intervention in 

Tanzania that reading English, even for indigenous 

literate users (who were supposed to be fluent in English), 

was a rather slow process [36]. They suggest that text 

should rather be translated into the local language 

Swahili. We extrapolate that the ability to interact with 

the IVR interface in the local language may mitigate the 

literacy effects in these populations, while ensuring that 

mobile devices offering automated services are consistent 

with the domestic and social-cultural life of these groups 

[34, 36, 37]. A further benefit of using local language is 

that users will be more likely to trust such systems; a vital 



element in the adoption curve for new technologies such 

as IVR-based interfaces.  

 

Since IVR services rely primarily on the audio medium to 

provide results to the users, prompt design also plays a 

crucial role in ensuring successful user interaction. Well-

designed prompts should take into account not only 

linguistic concepts (e.g. discourse structure) but also 

aspects such as user interface metaphors, persona and 

cultural dimensions. These aspects are an essential part of 

the prompt design process for developing regions.  

 

For instance, user interface metaphors help the user in 

getting oriented with and learning a UI, and they facilitate 

the formation of the user’s mental model of the UI [38] 

(e.g. a computer “desktop” is similar to a real desktop 

with ‘files’ and ‘folders’ or the use of “CC” in emails to 

indicate ‘carbon copy’). User interface metaphors allow 

the user to draw on their existing knowledge to create a 

mental model of the unknown/new concept or object 

(interface) that the metaphor illustrates.  

 

In terms of low literacy users, UI metaphors could play a 

crucial role in acquainting users with the concept of IVR 

systems, and they should thus be carefully considered at 

the onset of prompt design. For example, Sherwani et al 

[9] also suggest use of familiar metaphors such as “Ok, 

I’ve opened up the Pneumonia book, and I see 7 sections” 

for giving information to community health workers who 

refer to training manuals. In this scenario, the UI 

metaphor of a ‘book and its sections’ is the navigational 

metaphor rather than the use of ‘menu’s, sub-menus, and 

options’ as the metaphor. A similar experience was 

reported in the design of a text-free graphical UI [34], 

where low-literacy users found it quicker to understand 

hypertext navigation when they were told to think of the 

application’s pages as pages in a book.  

 

For the developing world UI designers also need to take 

into account that a UI metaphor’s interpretation is highly 

dependent on the user’s culture or background. Barr et al 

[39] suggest designers should “seek to understand the 

users’ metaphoric world as deeply as possible to counter 

the problem of the deeply subjective nature of metaphor”.  

As an example, the “main menu” metaphor which 

signifies the starting point in audio interfaces would most 

likely be a foreign concept to a low literacy user who may 

have no familiarity with the concept of menus, sub-menus 

and options. In our experimental work on an Afrikaans 

IVR prototype, we found that “main menu” when 

translated refers to a “menu of food”. Thus we used the 

metaphor of “home” derived from the popular “home 

page” metaphor which is a more easily understood 

concept in Afrikaans.  

 

IVR design for under-resourced languages also introduces 

challenges on the dimensions of creating the system 

persona and translation of prompts into the local 

language. Persona can be defined as the perceived 

personality of the application and is collective of factors 

such as voice quality, gender, tone of voice and audio 

effects [1, 33]. Since persona reflects the perceived 

personality of an application, we believe that if designed 

carefully, it could be used to effectively take into account 

cultural dimensions that are important in communication. 

Thus in IVR design for the developing world, the designer 

needs to ensure that the persona of the local language IVR 

system is in line with cultural and contextual expectations 

of the intended audience.  

 

In our experiences with OpenPhone, where health 

information was provided through an IVR system to 

caregivers of HIV positive children, the persona modeled 

was that of ‘a caring nurse who was willing to patiently 

educate the caller on health issues related to HIV’. The 

aim of the persona was to represent the characteristics of 

the traditional channel through which caregivers obtain 

health information i.e. a nurse at a pediatric HIV institute.  

 

Feedback from the pilot user study indicated that users 

felt that the ‘nurse’ spoke very clearly and explained the 

health information in a patient manner. Some participants 

even went on to say that they would use the system to 

educate their communities, and one in particular excitedly 

mentioned that “now I can tell them at home that the 

nurse (IVR voice) says the same thing (referring to a HIV 

related topic) that I’m telling them”.  This illustrates that 

persona in IVR systems may affect the usage and 

trustworthiness of an IVR system amongst low literacy 

users as pointed out earlier in section 1. Thus the use of an 

appropriate persona could play a significant role in a 

user’s perceptions about (and subsequent usage of) an 

IVR service (or ICT application).  

 

The prompts and content of an IVR system will typically 

be translated from a language such as English to the local 

language. Thus, great care has to be taken in the 

translation phase to ensure that the intended meaning of 

the original prompt (English) is still preserved in the 

translated prompt (local language) and conveyed in the 

simplest and shortest way possible. Often, a concept 

described by a single word in English has no direct 

translation in another language. For instance, whereas a 

keyword in the English version of our OpenPhone system 

was “safe food”, it became the phrase, “dijo tse di 

siameng” after translation, in order to adequately describe 

the concept.  

 

At other times, certain words in a target language may 

need to be left in English, since users are more 

comfortable with the English version, e.g. in the design of 

Openphone we chose to use English numbers i.e. “..press 

one” was “..tobetsa 1” in Setswana (rather than “..tobetsa 

ntlha”). This choice was based on our observations in 

Botswana with a prototype where we used Setswana 

numbers and through subsequent consultations with 

Setswana speakers. They suggested that using English 

numbers would be more appropriate since most people 



already use English numbers in their daily lives (e.g. 

paying transport fares, buying groceries, etc.). Whereas 

the use of Setswana numbers may have sounded out of 

place since people do not use them as frequently in their 

day-to-day activities.  

 

Taking into cognisance the above mentioned issues, we 

realise that designing multilingual IVR services from an 

English perspective or focus is not a simple one-to-one 

translation of the entire design into the target language. 

Rather the designer needs to revisit their translated 

prompts and apply a second iteration of the guidelines on 

prompt design, user interface metaphors and persona 

mentioned above. This will help to ensure that the local 

language prompts convey the message and intention of 

the original prompts and match the socio-cultural context 

of the target users.  

 

5. Conclusion  
 

We have proposed a framework for designing IVR 

interfaces for low literacy users in the developing regions 

around the world. This model consists of three 

components: Get Input, which is suited to DTMF in the 

healthcare domain; Error-recovery, which should be 

multimodal combining graphical content (icons or 

images) with speech and appropriate use of explicit vs. 

implicit confirmation prompts.; Playing Results (output), 

which should be in the local language with attention paid 

to translation, persona and user interface metaphors in 

prompt design. These have been shown to be critical 

aspects that must be considered in implementing usable 

and culturally-suitable IVR interfaces for the developing 

world. 

 

Keeping in mind the vast variety of services possible with 

IVRs and the high mobile phone penetration in 

developing world regions, IVR services present many 

opportunities for further work in this area. Nevertheless, 

care must be taken to avoid a myopic focus on the 

technology, but rather holistically considering the 

usability, and cultural and social implications of such IVR 

services. Research efforts in this domain [7, 8, 11, 12 15, 

16, 17] show great promise and our work is an attempt to 

tap into the lessons learnt based on practical and 

theoretical perspectives (keeping in mind the differences 

with the developed world), and present a framework for 

IVR design in the developing world regions. We believe 

that IVR-type of services can play a revolutionary role in 

the context of providing developing world citizens with 

access to essential information and services and bridging 

the digital divide. 
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