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Abstract—Field trials and experimentation are crucial for
accelerating the adoption of standalone (SA) 5G in Africa.
Traditionally, only network operators and vendors had the
opportunity for practical experimentation due to proprietary
systems and licensing restrictions. However, the emergence of
open source cellular stacks and affordable software-defined
radio (SDR) systems is changing this landscape. Although
these technologies are not yet fully developed for complete 5G
systems, their progress is rapid, and the research community
is using them to test different use cases like network slicing.
Building a 5G network is complex, especially in uncontrolled
RF environments with fluctuating physical conditions such as
noise and interference. This necessitates proper RF planning
and performance optimization. The complexity is further
compounded by the variety of 5G end-user devices, each
with unique configurations and integration requirements. Some
devices are network locked and require rooting to connect to
a 5G testbed, while others need expert APN configurations
or have specific compatibility specifications like sub-carrier
spacing (SCS) and duplex mode. Unfortunately, vendors often
provide limited information about RF compatibility, making
trial-and-error techniques necessary to uncover compatibility
details. This paper presents best practices for deploying and
configuring a 5G SA testbed, focusing on the integration
challenges of consumer-grade devices, specifically 5G mobile
phones connected to a 5G testbed. Additionally, the paper offers
solutions for troubleshooting integration errors and performance
issues, as well as a brief discussion on the realization of basic
network slicing in a 5G SA network.

Index Terms—5G Standalone, 5G COTS UE, srsRAN,
Open5GS, OpenAirInterface, Network Slicing

I. INTRODUCTION

The fifth generation of mobile networks (5G) is expected
to provide three generic services with radically different
requirements, namely, enhanced mobile broadband (eMBB),
massive machine-type communications (mMTC), and
ultra-reliable low-latency communications (URLLC).
Unfortunately, legacy network architectures were designed
in a ”one size fits all” manner, meaning that a single
homogeneous network is used to serve all network services.
This architecture design is not efficient in fulfilling
the aforementioned service requirements. Laying down
new network infrastructure for each separate service
would be very expensive. A solution, known as network
slicing, has been proposed by the Next-Generation Mobile
Networks (NGMN) and Third Generation Partnership Project
(3GPP) in TR23.799, to create multiple ”fit-for-purpose”

logical networks on top of a common physical network
infrastructure. Network slicing capitalises on the flexibility
of software-defined networking (SDN) and network function
virtualisation (NFV) to deliver a more flexible network
architecture through which each network service is
allocated resources to provide performance guarantees
and isolation from the other services. This approach is
particularly appealing due to the inherent scarcity of external
resources (power and spectrum) and infrastructural resources
(compute, networking and storage), and provides a basis for
infrastructure sharing among diverse ICT players ranging
from virtual network operators (VNOs) to players that simply
view connectivity as a service (such as Over-The-Top (OTT)
service providers), and vertical industries. According to a
projection by GSMA, the market for network slicing alone in
the enterprise segment is said to be more than 300million.

Commercially viable network slicing services require
5G standalone (SA) architectures, which, unlike the
non-standalone (NSA) counterpart, incorporate a unique
end-to-end slice identifier called the NSSAI, short for “
Network Slice Selection Assistance Information”. NSSAI
consists of two sub-parameters, namely, the Slice/Service
Type (SST), which can be either the eMBB, URLLC,
or mMTC, and the optional Slice Differentiator (SD) to
differentiate between slices with the same SST [1].

5G SA networks and user devices are becoming
increasingly widespread, with more than 94 operators in
48 countries already investing in 5G SA networks [2]. At
least 19 operators in 15 countries are understood to have
launched commercial 5G SA networks, with the aim of
offering new services more quickly, including those based
on network slicing. However, the commercial uptake of 5G
SA networks in Africa has been relatively slow, with most
operators prioritising the deployment of 5G NSA. To the best
of the author’s knowledge, only Rain has launched 5G SA
networks in Africa. This preference is mainly driven by the
fact that 5G NSA guarantees a faster CapEx recovery by
reusing existing 4G Core Networks, while 5G SA requires
investment in a new, costly Core Network.

The importance of field trials and experimentation to
accelerate the commercial uptake of 5G SA in Africa cannot
be overstated. Due to the proprietary nature of cellular systems
and licencing restrictions, practical experimentation with



TABLE I: Feature based comparison between srsRAN and OpenAirInterface

Feature srsRAN OpenAirInterface
Frequency Bands Supported All FR1 (sub-6 GHz) bands All FR1 and FR2 bands
Duplex Mode FDD/TDD FDD/TDD
Sub-Carrier Spacing 15/30KHz 15 and 30kHz (FR1), 120kHz (FR2)
Bandwidth (BW) 10, 20, 40, 80, 100MHz 10, 20, 40, 80, 100MHz
Protocol Stack Implemented Full stack Full stack
Programming Language C & C++ C & C++

Tested performance

64 simultaneous users
Speed achieved: 140 Mbps DL and
120 Mbps UL
Round trip time (RTT): Not specified

16 simultaneous users
Speed achieved: 1Gbps DL
and 100 Mbps UL
RTT: 4ms

Hardware Requirements
Intel-based x86 PC with at least
4 CPU cores running at least at 2.7GHz

Intel based-x86 PC with at least
4 CPU cores running at least at 2.7GHz

Antenna Configuration SISO SISO and MIMO
Support Documentation & Community Support Excellent Fair
Operating System (OS) A standard Linux -based OS A standard Linux -based OS
Contributors 98 105

Licensing Model GNU Affero General Public License v3.0 1 OAI Public License 2

Deployment Complexity Easier and faster to deploy Complex to deploy

TABLE II: Comparison of projects focused on 3GPP-compliant 5G Core Network implementations

Project Open
Source?

3GPP
Compliance

Production
Grade

Deployment
Complexity

Cloud-
native? License Number of

Contributors
Hardware
Requirements

Magma [3] Yes Release 16 Academic
product

Easy to deploy
and use No Apache-

2.0 10
6GB RAM,
2 CPUs,
60GB HDD

Open5GS [4] Yes Release 17 Semi-academic
product

Fast and easy
to deploy Yes AGPL 66

4GB RAM,
1 CPU,
20GB HDD

Free5GC [5] Yes Release 15 Semi-academic
product

Easy to deploy
and use Yes Apache-

2.0 30
4GB RAM,
1 CPU,
30GB HDD

OAI 5GC[6] Yes Release 16 Academic
product

Easy to deploy,
difficult to use Yes

OAI
Public
License

Not clear
4GB RAM,
2 CPUs,
40GB HDD

OMEC [7] Yes Release 16 Semi-academic
product

Challenging to
deploy and use Yes Apache-

2.0 24
4GB RAM,
1 CPU,
20GB HDD

mobile networks has historically been reserved exclusively
for network operators and vendors. This is changing with
the emergence of open source cellular stacks and affordable
software-defined radio (SDR) systems. Although these have
not yet matured enough to underpin complete 5G systems,
their development is progressing quite rapidly, and the
research community has started experimenting with these
open-source systems to test various 5G applications, such as
network slicing.

Several free and open source 5G SA cellular platforms
have emerged in the past few years. These platforms
provide an opportunity for the research community to
join forces with the industry in practical experimentation
efforts and foster 5G SA standardisation and optimisation
efforts. There exist three popular free and open-source 5G
radio access network (RAN) projects, namely, srsRAN[8],
OpenAirInterface (OAI)[9], and UERANSIM[10], available
for exploration by the research community. Both srsRAN
and OAI implement a subset of 3GPP Release 16. Unlike
srsRAN and OAI, UERANSIM only implements Layer 3
radio protocols (constituting the RRC and NAS layers) and

does not implement Layer 1 (i.e., PHY) and Layer 3 (i.e.,
MAC, RLC, and PDCP) of the RAN protocol stack. On
the contrary, srsRAN and OpenAirInterface provide the full
version of the complete protocol stack in accordance with the
3GPP standards and specifications for 5G networks. Table I
provides a feature-based comparison of these platforms. The
key difference between the two platforms is in the number
of sub-carrier bandwidth (numerology), number of channels
(whether Single-Input Single-Output(SISO) or Multi-Input
Multi-Output (MIMO)), and support documentation. OAI
provides more flexibility in the sub-carrier bandwidth, which,
for higher bandwidths, enables lower latency and support
for higher-frequency (mmWave) bands. While srsRAN can
only work with SISO antenna configurations, OAI supports
both SISO and MIMO channels, thus providing better
throughput under the same signal-to-noise-plus-interference
(SNIR) conditions. Evidently, OAI is much more mature in
terms of its feature base and its user base. However, based on
our experience experimenting with both platforms, srsRAN
provides better community support and is well-documented,
making it easier to deploy. For these reasons, we recommend



srsRAN as a starting point toward 5G network research and
capability development.

There are also several notable projects focussing on
3GPP-compliant 5G core network implementations, such
as Magma [3], Open5Gs [4], Free5GC [5], OAI 5GC[6],
and OMEC [7]. Table II provides a comparison of these
implementations based on supported features. The OAI
core network is part of the OAI 5G ecosystem and,
like Magma, is geared towards academic environments for
proof-of-concept demonstrations. The other core network
implementations are approaching production readiness, with
Open5GS having been validated through a joint collaboration
between Cloudify, Intel, CapGemini and AWS [11]. Core
networks are lightweight and are less compute resource
hungry than RAN systems. For this reason and depending
on available resources, the core network can be deployed in a
virtualised environment or containers without any significant
performance degradation.

II. CONTRIBUTION

Deploying a stable 5G SA testbed to inter-work with
consumer-grade user equipment (UE), such as a 5G mobile
phone or modem, is not a trivial undertaking, as it involves
integrating disparate, inherently complex software stacks, RF
tuning and optimisation experiments. This paper presents
our 5G testbed deployment fully constructed using an open
source 3GPP-compliant cellular stack and core network on
commercial off-the-shelf (COTS) computing environments.
In particular, we build our testbed leveraging the srsRAN
and Open5GS solutions. We opted for the implementation
of the Open5G core network largely due to its coverage
for adoption, wide community support, and support for the
latest 3GPP specifications, compared to its rivals. The decision
to use srsRAN was partly due to its community support,
stability, and modular codebase (making it easier to customise
compared to OAI). Based on our experimental exploration of
OAI, we found it to be slightly unstable with poor community
support. To date, there have been several research efforts
(such as [12], [13], [14], [15], [16], [17], [18], and [19] that
focus on demonstrating open source driven 4G and 5G testbed
deployments. However, most of the existing works are either
based on 4G or 5G NSA testbed deployments and do not
fully expose the complexity of integrating a real UE to a
5G SA network. For example, Ssonko et al. [17] provide a
5G testbed deployment guide to implement a device-to-device
(D2D) communication network leveraging a srsRAN-based
4G network. Moreover, most of the existing works focus on
5G network performance profiling with no RF optimisation
efforts. Chun et al. [13] quantify the performance of an
OAI-based 4G network by performing throughput profiling
using an emulated air and UE interface. Similar to [13],
Gringoli et al. [14] assess the performance of a srsRAN-based
4G network and an OAI-based 4G network and benchmark
the throughput achievable by each software stack using a
real mobile phone. Chepkoech et al. [15] present a useful
guide to configuring, deploying, operating, and evaluating
the performance of open source based 4G and 5G (SA
and NSA) mobile network testbeds. The authors successfully

tested consumer-grade 5G UEs (namely, a mobile phone, a
router, and a Pi Hat). The only shortcoming of their work is
that they did not divulge details on UE integration challenges,
troubleshooting, and network slicing implementation details.
Our work in [18], provides some building tips and resource
consumption footprint of an OAI-based 5G NSA testbed
evaluated using a 5G mobile phone. The shortcoming of
our work is that we limited our scope to the 5G NSA
deployment mode. Furthermore, the integration of 5G UE
was easy for this mode. As such, we did not ponder on
UE integration considerations. Mihai et al. [16], conduct
performance benchmarking of 5G SA networks based on OAI
and srsRAN cellular stacks by assessing performance metrics
of throughput and latency. Like other works, these authors do
not describe the minute details of their testbed implementation
and UE integration procedures and challenges. Fabian et al.
[19] provides valuable performance results of an OAI-based
5G SA network using a Quectel RM500Q-GL cellular modem
as the UE. This work is based on an interference-free RF
interface through the use of SMA coaxial cables between the
UE and the RAN system. The authors superficially highlight
the steps taken to integrate the 5G UE into their network.
Our study attempts to close this gap by describing the UE
integration procedures and complexity in a verbose way. In
summary, the key contribution of our study is threefold:

• It provides a deployment guideline on setting up
an end-to-end 5G network, with more focus on
the key deployment challenges, building tips, and
troubleshooting techniques.

• It sheds light on the integration challenges of a
consumer-grade 5G UE to a 5G testbed and offers RF
configuration guidelines.

• It provides practical insights into network slice setup
from the UE’s perspective and enforcement on each
network domain (i.e. RAN and Core).

• Last but not least, this paper provides decision-making
criteria for selecting an appropriate UE for integration
into a 5G network.

A. Organisation of Paper

The rest of this article is organised as follows. In the next
section, we describe our testbed setup, and best practises
for configuring the different network domains (i.e. RAN,
backhaul, and Core Network). We further shed light on the
integration challenges of consumer-grade UEs, particularly a
5G mobile phone connected wirelessly without RF shielding.
Subsequently, we provide solutions to troubleshoot various
integration errors and performance issues. Finally, we briefly
discuss network slicing enforcement and message follow on
both consumer-grade UE devices.

III. TESTBED SETUP, DEPLOYMENT, CONFIGURATION,
AND VALIDATION

This section provides a deployment guideline for a
functional 5G prototype, including the error cause values as
well as troubleshooting tips.



A. Testbed Setup

As depicted by Figure 1, our testbed comprises the srsRAN
cellular stack deployed on a commodity Linux-based compute
node (Intel x86 PC architectures) and a software-defined
radio (that is, a NI-2944R universal software radio peripheral
(USRP)) from NI Instruments. The srsRAN stack serves
as the baseband processing unit (BBU), while the USRP
serves as the remote radio head (RRU) responsible for
receiving, transmitting, filtering, and amplifying RF signals.
We opted for a USRP as it allows reconfigurability and
programmability of certain functionalities (radio protocols,
operating frequencies, modulation method, gain, etc.) to
suit prevailing conditions (such as interference, noise, and
traffic volume). We configured the USRP to operate in
SISO mode and without beamforming, which results in
moderate throughput for a 5G network. To achieve a close
to carrier-grade private 5G network, we recommend MIMO
antenna configurations with beamforming for increased data
capacity.

The fronthaul connection ( i.e. between the srsRAN and
USRP) is via a PCIe connector to achieve lower latency and
higher data transfer. The Core Network is deployed leveraging
the service-based Open5GS running in an OpenStack virtual
environment. Each Open5GS service is configured to run on
a Docker container and communicate over a private network.
The backhaul connection (i.e., between the BBU and the
Core Network) uses a 1GB Ethernet switch. Although the
focus of this paper is Open5GS, our testbed comprises many
other implementations of the 5G and 4G core networks (some
of which are described in Table II) hence the use of a
switch in the backhaul. To tune the proposed 5G testbed
towards high performance with maximum throughput and low
latency, we recommend the use of a 10 GB backhaul link
to achieve higher network data rates. The Internet breakout
is through a local area network to a “fiberised” last-mile
network. To date, we have experimented with different
consumer-grade UE models (namely, Xiaomi Redmi Note
11 Pro, Huawei P40 Pro, Samsung S21, and a Huawei
5G Router CPE) and emulated UE stacks (namely, srsUE,
UERANSIM and openAirInterfaceUE). Currently, only a
handful of UEs are available that are compatible with 5G
SA on the market. Most UEs that claim compatibility with
5G work only with 5G NSA networks. Of the consumer
grade UEs with which we experimented, we were able to
successfully connect the Huawei P40 Pro and Samsung S22
to the 5G testbed. By virtue of being emulated, platforms
designed and optimised to work with 5G SA, UERANSIM,
srsUE, and openAirInterfaceUE are seamlessly integrated into
the testbed. For this reason, our paper will be largely centred
around the UE (Huawei P40 in particular) that worked well
with our testbed. The UE connects to the Internet via a User
Plane Function (UPF) over a masqueraded GTP tunnel. Table
III lists all components that we used to deploy our 5G SA
testbed.

Fig. 1: Experimental setup

TABLE III: Hardware Specification for the Testbed
Deployment

Component Specification
User Equipment (UE)
Mobile Phone Huawei P40 pro
Android Version Android 10
Supported 5G SA bands 1, 3, 28, 38, 41, 77, 78, 79
SIM Card SysmoISIM-SJA2
Software Defined Radio (SDR)
Vendor National Instruments
Model NI-2944R
Fronthaul Interface PCIe
Number of Channels 4 (2XTx and 2XRx)
Frequency Range 10 MHz to 6 GHz
Bandwidth 160MHz

Gain Range
0 dB–31.5 dB (Tx)
0 dB–37.5 dB (Rx)

Baseband Unit (gNB)
Computer Dell Precision 3630
CPU IntelCore™i9-9900 CPU @ 3.10GHz×16
Memory 64GB
Operating System Ubuntu 20.04, x86 64 bit
Storage 300GB SSD
Kernel 5.4.0-147-lowlatency
Ethernet Switch
Vendor Tp-link
Type 8-port Gigabit Desktop Switch
Ports 8
Maximum speed 1Gbps
Core Network
Computer OpenStack Virtual Machine
vCPU 2
Memory 4GB
Operating System Ubuntu 20.04
Storage 30GB

B. RAN Deployment: srsRAN gNB/BBU

Before running the srsRAN software, it is strongly
recommended to tune the compute node to the optimal
performance mode to meet the stringent USRP’s performance
requirements for real-time communication. It is important to
avoid running the software on a virtual machine by installing
it directly on the metal. Performance mode is achieved by
implementing the following settings:

• Setting the CPU governor to performance – for a more
responsive RAN and minimal packet drops.

• Disabling HyperThreading – to reduce the latency of the
CPU.

• Disabling virtualisation technology – to enhance stability
and performance.

• Enabling the thread priority scheduling – to reduce
real-time overhead and increase system throughput.

• Setting the socket buffer sizes – to reduce packet drops
due to buffer overflows [20].

• Setting Ethernet MTU values – by default, the MTU



value for a 5G cellular channel interface is 1500 bytes.
Depending on the channel capacity, a higher value is
recommended to increase the data transfer rate.

• Setting network interface card (NIC) ring buffer sizes
– to lower the number of interrupts sent to the CPU.
The maximum buffer size varies depending on the NIC
installed. Intel NICs typically cap the size at 4MB for
1GB NICs.

• Disabling C-state support – prevent the RAN from
entering sleep state and hibernation mode.

• Configure a low-latency kernel – to reduce overhead
while maintaining responsiveness.

• Optionally, the Data Plane Development Kit (DPDK) can
be installed and activated to accelerate CPU performance.
However, this is not necessary to run any of the FR1
channel bandwidths.

We use the script in [21] and the tutorial [22] for
our performance settings. After tuning the system to
optimal performance mode, the next step is to install the
srsRAN dependencies and the USRP driver (i.e., UHD). We
recommend building UHD from source instead of installing
from a binary package, as it enables flexibility in upgrading
and downgrading versions and allows users to modify
the codebase and create customised versions. Importantly,
the USRP should not be connected to the system during
UHD installation. To verify the installation, connect the
USRP, restart the server, and run “uhd find devices” and
“uhd usrp probe”. The full set of instructions for UHD
installation is available at [23].

The next step is to clone the srsRAN repository and
build the codebase as described in the srsRAN installation
guide[24]. In order to analyse the logs on different layers of
the radio protocol stack (such as MAC, RLC, RCC, etc.), it is
important to enable the level of logging as part of the system
configuration [25].

To troubleshoot USRP-related issues, users should always
ensure that they have loaded UHD FPGA images using
“uhd images downloader” and ensure the USRP they are
using is correctly configured and running over USB 3.0 (for
B210 USRPS), Ethernet, or PCIe. If the UHD installation was
from source code, users could verify the USRP configuration
by running the benchmarking application available in the
“examples” folder typically located in “/usr/lib/uhd”. If the
issues are related to PRACH transmissions, users need to align
the USRP and BBU time calibration according to the srsRAN
manual [26].

C. Core Network Deployment: Open5GS

The Core Network can be deployed on an Ubuntu OS
running directly on the metal or a virtual machine (KVM,
VMWare, or VirtualBox hypervisor). The Core Network
is not as resource intensive as the RAN and can (a
for minimal prototype) be deployed on a Raspberry Pi
as long as it meets the minimum hardware requirements
specified in Table II. However, for a closer to carrier-grade
deployment, we recommend a higher-end computing node
to be able to demonstrate use cases such as massive

machine-type communications requiring high-performance
user plane functions (UPF).

To deploy Open5GS, the first step is to install the database
for 5G network functions, namely the NF repository function
(NRF), the policy control function (PCF), and unified data
management (UDM). This is followed by the installation of
dependencies and setting up of the tunnel interface for user
traffic routing. The tunnel interface is not persistent after
rebooting and should always be created before running the
Core Network services. We recommend creating a script to set
up the tunnel on reboot. Once all dependencies are installed,
the next step is to clone the Open5GS repository and build
the software from the source, by following the instructions
in [27]. Basic 5G functionality is provided by the Access
and Mobility Function (AMF), Session Management Function
(SMF), UDM and UPF, meaning that a user can deploy the
said functions for a minimal prototype. To provision network
subscribers in the database, we recommend installation of the
web user interface, specially designed to accommodate novice
Open5GS users.

To avoid firewall rules that block traffic, it is important
to disable the firewall. If the Core Network services fail to
run, the user must ensure that the tunnel interface is active
using “sudo ifconfig name of interface up”. If the interface
is up and the services still fail to run, then the user must
confirm that all Core Network processes are shut down and
kill processes that are still running.

D. User Equipment (UE) Deployment

There are three scenarios for the UE implementation:
using a USRP radio; a 5G wireless modem module; or
using a commercial-off-the-shelf (COTS) handset. The USRP
scenario uses an emulated UE deployed on a COTS server
and a USRP serving as an antenna to complete the UE
stack. srsRAN project includes an implementation of the UE
stack dubbed srsUE. Like srsRAN, OAI has implemented
a 5G UE stack called OpenAirInterfaceUE. These stacks
are cross-compatible with various USRP radio models.
Importantly, an OctoClock-G device is needed to synchronise
the gNB USRP and the UE USRP. The “-G” model is shipped
with an internal GPSDO module and is thus recommended for
the USRP-based UE deployment.

The procedure for installing the srsUE software is similar to
the procedure for installing the srsRAN gNB software, except
that the building process only includes the UE component.
An important consideration during system build is to build
the UE on a dedicated compute node for resource isolation
and optimisation purposes.

For deployments using a 5G wireless modem module, we
recommend the Quectel RM500Q-GL 5G wireless modem.
The Quectel modem is a 5G new radio (NR) sub-6GHz
module fully optimised for industrial IoT and eMBB
applications. It complies with 3GPP Release 15 specifications
and supports both 5G SA and NSA configurations. It is
entirely possible to integrate other modem modules as well,
such as the Sierra Wireless EM9191 module.



In our case, we experimented with COTS UEs such as
Xiaomi Redmi Note 11 Pro, Huawei P40 Pro, Samsung S21,
and a Huawei 5G Router CPE) as well as USRP-based stacks
using srsUE and OpenAirInterfaceUE. This paper focuses on
our experience using the Huawei P40 handset. Notably, the
USRP-based UE implementation does not require a SIM card.
A “programmable” SIM card supporting XOR/MILENAGE
algorithm with known keys is required for the wireless module
and handsets. To test the 5G testbed using a handset or
modem, an external clock source such as an Octoclock or
GPSDO (compatible with the USRP used) is strictly required.
This is primarily because the on-board clock within the USRP
may not be accurate enough to enable a connection with the
UE. Our testbed uses a GPSDO reference clock.

When configuring the gNB, it is important to use a 30kHz
sub-carrier spacing (SCS) for TDD bands. This is because
many commercial COTS UEs require a 30kHz SCS for TDD
configurations. The only configurations required on the UE are
SIM card programming and access point name (APN) settings,
which should correspond with the Core Network APN (i.e.
DNN in 5G) settings. The APN can be set to the Internet,
IP multimedia subsystem (IMS), or any other 3rd party APN.
Our testbed is currently configured to use the Internet APN.

1) SIM Card Programming: Different COTS SIM card
models are available for use with 5G testbeds. We
recommend SIM cards from Sysmocom (such as SJS1
and SJA2)[28] and Open-Cells [29]. These SIM cards
support 3GPP standards and specifications and support the
3GPP MILENAGE authentication algorithm. We tested our
testbed using both Sysmocom and open-Cells cards. The
cards were reprogrammed to align the authentication and
operator-specific parameters (IMSI, OPC, Ki, etc.) with the
Core Network configuration. The Sysmocom cards were
programmed using PySim [30] — a SIM card reader and
writer utility. When using 5G-enabled sysmcom-ISIMs, it is
important to enable SUCI concealment following the guide
by [31].

2) Air Interface: An RF license is required to connect
to the testbed over the air interface. In the absence of a
license, an RF Enclosure/Faraday Cage may be used to avoid
interference with licensed network operators. To sanitise the
air interface from too much noise and interference, a direct
connection to the USRP can be made using an SMA coaxial
cable and RF splitters. According to [32], the transmission
over a coaxial cable is more resilient to external noise, and
so the SNIR is better than transmitting over wireless.

E. End-to-end 5G Connection Establishment

To establish an end-to-end connection, the PLMN, NSSAI
(SST and SD) corresponding to the Core Network settings
must be configured. The selected PLMN values must be
free and not reserved by mobile network operators. The
Core Network should be reachable from the gNB and the
UE. The data and control message exchange between the
gNB and Core Network is over a private network, while the
communication between the UE and Core Network is over
the gNB private network for control traffic and GTP tunnel

for data traffic. In 5G, a successful GTP tunnel established
is indicated by a successful “PDU Session Establishment
Response” message from the Core Network. Once a PDU
session has been established, the UE can start consuming
Internet services. To bridge between the Core Network and
the Internet, it is important to enable IP forwarding and add
NAT rules to IP Tables. Otherwise, the UE will not be able to
receive Internet traffic. In case the UE cannot see the network,
Network Signal Guru (available on Play Store), can be used
to force the network to see the 5G SA cell. For this to work,
the device must have a Qualcomm baseband processor and
also be rooted. The full instructions on how to configure
this are available at [33]. Additionally, the transmit (Tx) and
receive (Rx) gain values can be adjusted if the UE is still
unable to see or connect to the network. Adjusting the gains
can also improve the performance of the network throughput.
Tables IV and V, provide troubleshooting techniques applied
to achieve a stable 5G SA testbed.

F. Enabling Network Slicing on UE

Network Slice Selection Assistance Information (NSSAI)
is a unique end-to-end slice identifier signalled by end-user
devices to assist the network in associating a particular
network slice with a UE. NSSAI is managed at the tracking
area level in the gNB, and at the registration area level
in the Core Network. There are different types of NSSAIs
(see Figure 2, such as Configured NSSAI (provisioned in
the device), Subscribed NSSAI (NSSAI stored in the UDM),
Requested NSSAI (signalled by the UE during the registration
procedure) and Allowed NSSAI (the NSSAI that the UE can
use for the current registration) [1]. The Requested NSSAI
is determined by the UE at run-time by a relatively complex
procedure. It is not certain ahead of time and is not read
directly from the UE configuration files. In the Core Network,
these NSSAIs are provided by the NSSF when queried by the
AMF network function.

Fig. 2: NSSAI message exchange illustration

For cases where a Configured NSSAI is used, a UE can
request multiple slices, such as eMMB and URLLC, by
passing different SST values. Within a network slice, UEs
can create PDU sessions to different gateways via DNN.
Within a PDU session, the UE can establish multiple quality
of service (QoS) flows (EPS bearers in LTE) with specific
service characteristics.



An important criterion to consider when choosing a handset
capable of network slicing is the Android OS version
supported by the device. For devices running Android 12
or higher, Android provides support for 5G network slicing
using a new dynamic policy control mechanism called the
User Equipment Route Selection Policy (URSP) technology,
instead of setting up slices through APNs. URSP is enabled
by the Core Network’s policy control function (PCF) which
provides URSP rules to the UE via the AMF. In late
2022, Google (in partnership with Ericsson) conducted a
trial to validate multi-slice support by a Google Pixel 6 Pro
handset running their newly released Android 13 OS. The
trial showed that a single handset running the Android 13
OS could connect to multiple network slices simultaneously
depending on whether the application running is an enterprise
or consumer application. For example, a handset can connect
to a low latency slice for video streaming while at the same
time connecting to a best-effort slice for regular messaging,
and connect to a secure and high-performance slice for
sending and receiving business-sensitive information. This
means that application developers can now request what
connectivity category (latency or bandwidth) their application
will need, and then an appropriate slice, whose characteristics
are defined by the mobile network, will be selected.

Android 13 enables up to eight slice categories (including
enterprise and consumer slices) to be associated with the
handset profile [34]. Unfortunately, apart from Google’s
own Pixel range of devices, Android 13 is not available
on any other Android handsets, and according to [35], the
implementation of Android 13 on handsets is expected to
be slow and fragmented. Our Huawei P40 Pro handset
is running EMUI 10.1 (based on Android 10), and as
such, it neither supports NSSAI pre-configuration, automatic
switching between network slices, nor sends the Requested
NSSAI message to the Core Network. Instead, the handset
waits for the AMF to send the Allowed NSSAI during the
PDU setup procedure, which it then connects to and stores in
its database for subsequent connections.

1) NSSAI Storage: According to [36], the UE stores
allowed NSSAI until it received a request from the network
to remove the NSSAI due to changes in the network slice
subscription. In our case, Huawei P40 always needs to be
rebooted in order to connect to the network using new NSSAI
configurations. Otherwise, the phone failed to connect, citing
a “DNN Not Supported or Not Subscribed in the Slice” error.
Our NSSAI setting was for eMBB with SST=1 and SD=0.
This was because, at the time of testbed deployment, srsRAN
only supported an SST=1 with a flexible SD configuration.

IV. PERFORMANCE MEASUREMENT

Figure 3 shows the gNB trace of the Huawei P40
sending and receiving data over our testbed with minimal
RF optimisation (optimum Rx and Tx gain and attenuation,
30kHz SCS, and 100 resource blocks (RB), etc.). Results
related to modulation and coding scheme, MIMO, noise,
interference, and channel bandwidth optimisations will be
reported in our future work. From the console below, “cqi”

is the channel quality indicator reported by the UE. The
UE estimates the CQI based on radio conditions (noise and
interference) and ranges from 1 to 15, with 15 indicating
perfect radio conditions. “ok” denotes the number of packets
successfully sent, “nok” is the number of packets dropped,
and “brate” denotes the bit rate measured in bits/sec.

Fig. 3: srsRAN gNB trace for our setup

V. CONCLUSION

This paper provided an empirical guideline on deploying
a 5G standalone testbed leveraging open source software
stacks, namely srsRAN and Open5GS. The paper provides
researchers interested in building an indoor testbed with
tips on how to rapidly realise a basic 5G prototype. Best
practises for configuring the different network domains (i.e.,
RAN, backhaul, and Core Network) were also provided.
Furthermore, this paper sheds light on the integration
challenges of consumer-grade UEs, particularly a 5G
mobile phone connected over wireless without RF shielding.
Subsequently, we provide solutions to troubleshoot various
integration errors and performance issues. Finally, we discuss
network slicing enforcement and message follow on both
consumer-grade and emulated UE devices through analysis
of packet traces over our testbed.
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