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Abstract
Recent research on deep-learning architectures has
resulted in substantial improvements in automatic
speech recognition accuracy. The leaps of progress
made in well-resourced languages can be attributed
to the fact that these architectures are able to ef-
fectively represent spoken language in all its diver-
sity and complexity. However, developing advanced
models of a language without appropriate corpora
of speech and text data remains a challenge. For
many under-resourced languages, including those
spoken in South Africa, such resources simply do
not exist. The aim of the work reported on in this
paper is to address this situation by investigating the
possibility to create diverse speech resources from
unannotated broadcast data. The paper describes
how existing speech and text resources were used to
develop a semi-automatic data harvesting procedure
for two genres of broadcast data, namely news bul-
letins and radio dramas. It was found that adapting
acoustic models with less than 10 hours of manu-
ally annotated data from the same domain signif-
icantly reduced transcription error rates for speak-
ing styles and acoustic conditions that are not repre-
sented in any of the existing speech corpora. Results

also indicated that much more automatically tran-
scribed adaptation data is required to achieve simi-
lar results.
Keywords: low-resource languages, automatic
speech recognition, data harvesting, domain
adaptation, data collection, broadcast data

1 Introduction
Speech is the most natural way for human beings to
communicate with each other. It is often said that
speech is what sets humans apart from other ani-
mals. It is therefore no surprise that being able to
“talk over long distances” (the invention of the tele-
phone) was regarded as a major technological break-
through. Since the advent of the telephone and
other communication devices, speech signals have
been processed in many different ways. One of these
is automatic speech recognition (ASR), also know
as speech-to-text conversion. What started in the
late 1970s in a few research labs around the world
has grown into a multi-billion industry worldwide.
If speech is what makes us human, then automatic
speech processing is part of the digital manifesta-
tion of humanity. Moreover, having access to lan-
guage in a digital format, either in its written or spo-
ken form, has unlocked the possibility to study lan-
guages in many ways that were not possible before.
The attempt to make more speech data available in
South Africa’s official languages described in this
paper is therefore not only relevant for technology
development, but also for studying the languages
themselves.
Data harvesting is proposed as a solution to circum-
vent the data limitations that hamper ASR tech-
nology development in under-resourced environ-
ments. Our aim is to produce new speech cor-
pora, including data in various acoustic environ-
ments and speaking styles. to unlock the full po-
tential of state-of-the-art ASR in South Africa’s lan-
guages. The data harvesting initiative is supported
by the South African Centre for Digital Language
Resources (SADiLaR[1]) as part of their efforts to
develop indigenous language resources. A feasibil-
ity study focusing on the collection, building and
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testing of automatic transcription systems yielded
initial transcriptions of broadcast speech data in two
languages (Badenhorst & de Wet 2021). The re-
sults of the study indicated that the proposed ap-
proach could also be used to collect data in other
languages.
This paper elaborates on the feasibility study by
determining how accurately broadcasts in four
South African languages, Afrikaans (Afr), Tshiv-
enda (Ven), isiZulu (Zul) and Sepedi (Nso) could be
transcribed automatically. South African English
(Eng) was also used in initial model adaptation ex-
periments. In addition, the relative contribution of
the text corpora that are available in each language
is discussed.Although these resources are not exten-
sive, attempts to utilise Kaldi RNN-based language
modelling yielded transcription accuracy improve-
ment.
Recent studies reported promising results when
time-delayed neural network (TDNN) acoustic
models were adapted using strategies such as trans-
fer learning, re-training of entire networks for a few
epochs and i-vector adaptation (Szaszáak & Pierucci
2019). Similar techniques were used in this study
to adapt existing speech systems based on factorised
TDNN (TDNN-F) models (Badenhorst & de Wet
2019, 2022) with data from the harvesting domains.
TDNN-F adaptation was initially tested by adjust-
ing baseline English models with speech from the
government speeches domain. The same technique
was subsequently applied using adaptation data
from other domains in Afr, Ven and Zul.

2 Data harvesting procedure
The data harvesting procedure we propose com-
prises four phases, each consisting of individual
tasks. Figure 1 describes the procedure for a single
language.
The availability of appropriate resources is crucial
to automatic data harvesting. To produce the best
possible annotations of collected data, appropriate
techniques also need to be identified and their lim-
itations considered. One such limitation is the mis-
match between the acoustic properties of the data

Figure 1: High level diagram of data harvesting pro-
cedure

on which the harvesting system was trained and
those of the data in the target domain. Such mis-
matches invariably result in recognition errors and
hence, in this particular application, incorrect tran-
scriptions.
Phase 1 consists of three tasks related to data organi-
sation and preparation. Task one focuses on acquir-
ing raw data in such a way that initial models can
be used but also keeping in mind that these mod-
els will require adaptation to other domains in sub-
sequent phases of the procedure. Evaluating auto-
matic annotation approaches requires test data sets
from the target domain. Tasks two and three there-
fore focus on creating manually annotated test data
sets. In the current investigation, test segments con-
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taining music or overlapping speech from multiple
speakers were excluded during evaluation.
Phase 2 of the data harvesting procedure focuses
on ASR system development. Text normalisation
prepares text data for model development. De-
sign choices regarding the implementation of ASR
vocabularies could, for example, require dates and
numbers to be written out or the exclusion of
email addresses etc. Processed texts enable vari-
ous ASR modelling options, for example, word and
sub-word transcription systems. Sub-word systems
using speech phones as tokens were implemented
in the investigation reported on here. The last
step of Phase 2 involves configuring the automatic
transcription system’s initial acoustic and language
models and analysing its performance.
The refinement performed in Phase 3 aims to adapt
ASR acoustic models to the domain from which
data is to be harvested. The acoustic differences be-
tween the training and target data should inform
the choice of a suitable adaptation strategy. Speech
recognition tools such as the Kaldi toolkit (Povey
et al. 2011) rely on the ability to determine the time
alignments of transcription labels given the audio.
Transcription errors tend to increase the difficulty
of finding these alignments, especially for longer
pieces of audio. If at all tractable, the alignment pro-
cess may become much slower. Fortunately, acous-
tic adaptation recipes can be designed that circum-
vent some of the above mentioned problems, such
as using donor model alignments created for target
data transcribed in Phase 2, and applying segmen-
tation techniques to produce shorter segments of
the target audio. In our experiments segmenting au-
dio into relatively short segments enabled optimi-
sation during the acoustic adaptation task. Con-
fidence scoring was applied to adapt models using
acoustically better matching segments first.
Phase 4 starts with an automatic transcription step,
in which transcriptions are generated for all audio
segments harvested from the target domain using
appropriately adapted acoustic models. These tran-
scriptions can be either sub-word or word represen-
tations. Both were used in this study. The data har-

vesting procedure is completed by packaging a sub-
set of automatically transcribed audio together with
relevant meta-data and documentation.

3 Data
For the purpose of speech technology development,
broadcast speech data is a largely under-utilised
source of data in South African languages. Ini-
tially, it was anticipated that broadcasts from vari-
ous radio stations would be streamed to a server and
recorded. This would be beneficial for resource de-
velopment since the collection of raw data would
scale to hundreds of hours of raw data which means
that streaming could potentially provide big data
over time.
However, during the process of identifying possible
data sources, other options also emerged. For ex-
ample, some radio stations offered to provide physi-
cal copies of their content while others were willing
to transfer data via a dedicated link. Another pos-
sibility identified was to transfer data from a con-
tent hosting service in the form of podcasts. Differ-
ent types of broadcast data could be obtained from
each data capturing option. For example, some
broadcasts contain news bulletins of high quality
audio, but only for a limited number of news read-
ers. News broadcast scripts were only available from
some radio stations.
South African hosting services provides numerous
radio show podcasts in all languages. An advan-
tage of transferring data from a hosting service is
that it enables podcast transfers in bulk. In Baden-
horst & de Wet (2021) it was reported that, during
the Covid-19 pandemic, collecting broadcasts from
individual stations was severely impacted and get-
ting data sharing agreements in place became an ex-
tremely slow and time-consuming process. In these
circumstances collaboration with an online audio
platform providing podcasts and audio live stream-
ing services resulted in successful agreements with
a number of radio stations. Particularly the drama
podcasts from these stations could be utilised as test
and adaptation data (during Phases 1 and 3 in Figure
1) from the conversational domain.
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3.1 Audio data

3.1.1 Test data

The second task in the data harvesting procedure
was to select and prepare test data. As the conclu-
sions drawn from the Phase 2 baseline transcription
would directly depend on each broadcast test data
set, these sets needed to represent the domains from
which data was going to be harvested. Considera-
tions included the acoustic conditions and speaking
styles represented in the raw data.
Two types of test data sets were created in each lan-
guage. Studio news data was chosen as a better
match to the baseline models because these mod-
els were trained on read speech segments. How-
ever, acoustic model development for automatic
transcription would require training on more di-
verse data. The second test set for each language
was therefore compiled from radio dramas, because
they typically contain speech produced by multiple
speakers in various acoustic conditions.
Complete news bulletins included news chimes and
clips by reporters. Only the in-studio news read-
ing segments were included in the test sets. Simi-
larly, radio drama episodes contained a diverse mix
of acoustic events such as music during introduc-
tion or transition sections. Background noise is also
abundant and sometimes the conversation between
characters overlap. Care was taken to include only
clear speech parts without any overlap in the drama
test data sets. All the test data was manually tran-
scribed by a transcription company. In total, nine
test data sets were created to enable the baseline
analysis task (Phase 2 of the harvesting procedure).
Table 1 presents the duration (in hours) as well as the
speaker distribution for each test set.
The Eng Speeches test set comprises five-minute
segments of audio, each originating from a speech
delivered by the President of South Africa (Mr.
Cyril Ramaphosa). The selected speeches were all
delivered in the same year (2019-2020), but repre-
sent different event categories. Six of the twelve
speeches were recorded indoors without an audi-
ence. These indoor speeches were similar to radio

Table 1: Duration and speaker distribution of test
data

Test set Duration (h) Speaker
distribution

Eng Speeches 1.00 1 male
Afr News 7.89 18 male, 10 female
Afr Messages 0.36 4 male, 4 female
Afr Drama 0.82 multiple
Ven News 0.54 3 male, 2 female
Ven Drama 0.54 multiple
Nso News 0.46 1 male, 3+ female
Nso Drama 0.60 multiple
Zul News 0.51 3+ male, 4 female
Zul Drama 0.67 multiple

news bulletins with regard to speaking style and
recording conditions. The other six speeches con-
tain background noise due to the presence of an au-
dience and breathing sounds from the speaker. The
event categories of the Eng Speeches are as follows:
the State Of the Nation Address (SONA), Lekgotla,
Lunch, Commemoration, National Day as well as
Official Opening. The National Day was an out-
door event and the Official Opening was recorded
with a bad microphone setup. The Phase 3 adapta-
tion strategy design task was first tested on this data
to validate the adaptation process before proceed-
ing with acoustic model adaptation in the other lan-
guages.
A relatively large Afr News test set could be se-
lected from an existing Afr corpus (De Wet et al.
2011). In addition, the Afr Messages data, intro-
duced in Badenhorst & de Wet (2021), was included
as an example of Afr studio speeches.

3.1.2 Adaptation data

Four sets of adaptation data were used to reduce
the mismatch between data from the target domains
and the transcription systems’ acoustic models. An
initial investigation utilised a subset of the NCHLT
II Eng parliamentary speech corpus (De Wet et al.
2016). The NCHLT II data set’s duration of 50
hours is similar to that of the NCHLT I Eng cor-
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pus. The segmentation and ranking that was used
to select the adaptation data is discussed in Section
4.3. Phone-based dynamic programming (PDP)
ranking of the NCHLT II segments relative to the
NCHLT I models was performed before adapta-
tion. Utterances with better matching acoustics
and transcriptions were prioritised during adapta-
tion.
In addition to the Afr Messages test set, another
85 hours of automatically transcribed Afr Messages
data was available. It was deemed a good data set
for acoustic model adaption since the studio qual-
ity podcasts only contained the speech of a single
speaker per episode and no other acoustic events
such as start and end chimes, introductions or any
music clips.
Two more adaptation data sets were compiled from
Ven news and Zul drama data respectively. News
data was chosen as an example of data that matches
the NCHLT acoustics on which the baseline mod-
els were trained relatively well. Approximately 90
hours of Ven news bulletins were available before
segmentation and PDP ranking. Lastly, voice ac-
tivity detection (VAD) segmentation was applied
to approximately 25 hours of Zul drama episodes
extracting eight hours of speech segments. Each
segment was manually inspected by a transcription
company, after which approximately six hours of
data were manually transcribed based on annota-
tion markers. At the time of writing no adaptation
data was available for Nso.

3.2 Text data
Data harvesting requires text data that adequately
covers the vocabulary of the speech in the target
domain. Modelling the vocabulary from available
texts not only enables word transcription, but also
sub-word phone transcription systems. In well-
resourced languages texts containing millions and
for some languages even billions of words are in-
corporated in language models. The current in-
vestigation used all the text available in the four
target languages. The corpora were developed
during the Lwazi (Calteaux et al. 2013), NCHLT

Speech[2], NCHLT Text (Eiselen & Puttkammer
2014) and Autshumato (McKellar & Puttkammer
2020, Groenewald & du Plooy 2010) projects. From
the Lwazi projects, the TTS text corpora were cho-
sen because they include phonetically-balanced sen-
tences that contain very few out-of-language to-
kens.
Table 2 compares the sizes of the text corpora in
the four target languages. The name of each cor-
pus appears in the first row of the table. The num-
ber of unique words (N=1) gives an indication of
the vocabulary size while the word 2-gram counts
(N=2) correspond to word sequences. The total
number of words for each corpus (T) denotes the
corpus size. As is indicated in the table, the NCHLT
Text corpora are much larger than the Lwazi TTS
and NCHLT Speech data sets. For the Autshu-
mato texts only the Parallel Text corpora are com-
parable in size to the NCHLT Text corpora. Apart
from these, the Autshumato machine translation
(MT) evaluation text (Eval in Table 2) and multi-
lingual word and phrase lists were used to add addi-
tional words to the transcription system’s vocabu-
lary.
The values in Table 2 indicate that the Afr Lwazi
TTS text corpus contains more unique words (12
447) than the annotations of the NCHLT Speech
data. The table also shows that the vocabulary size
for the Afr NCHLT text corpus is almost four times
that of the Lwazi TTS text corpus. Although the
Afr component of the Autshumato Parallel text cor-
pus consists of a similar number of words than the
NCHLT text corpus, its vocabulary size is substan-
tially smaller (30 440 unique words).
In contrast, the Ven Lwazi TTS text corpus con-
tains only 3 488 unique words, fewer words than
the Ven NCHLT Speech data annotations. While
the NCHLT Text corpus contains more than seven
times the vocabulary of the Lwazi TTS text cor-
pus, compared to the Afr component, the vocabu-
lary size is about half the number of unique words
in Afr. The Nso Lwazi TTS text corpus contains
5 125 words, more than Ven, but less than half the
number of Afr words. However, the Nso NCHLT
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Table 2: Comparison of vocabulary sizes for different text data sources

Lwazi NCHLT Autshumato

Language N TTS Speech Text Words Phrases Eval Parallel

Afr 1 12 447 8565 56 192 11 785 1226 3015 30 440
2 66 652 18 205 424 438 61 1061 11 126 167 830
T 143 958 173 128 2357 560 11 892 2508 38 125 2341 627

Ven 1 3488 7578 24 314 4435 994 2877 -
2 12 134 26 135 198 136 62 1636 15 132 -
T 30 835 217 526 996 393 4899 3894 45 513 -

Nso 1 5125 11 055 57 400 4938 1006 3542 26 540
2 21 602 25 124 384 963 90 1681 15 598 148 526
T 50 952 266 261 2209 452 5190 4160 47 250 843 017

Zul 1 12 367 23 911 185 290 6358 1621 9074 72 145
2 23 147 17 304 900 785 142 1606 19 339 233 986
T 27 288 114 050 1555 103 6725 2931 28 909 413 050

Text corpus is larger and compares well with the
Afr NCHLT Text corpus size. Although almost
all the Zul texts contain the largest vocabulary for
the particular type of text, this trend does not cor-
respond to high T values. This discrepancy can be
ascribed to the fact that Zul is an agglutinative lan-
guage.

4 Harvesting system configura-
tion

The configuration of the transcription system for
Phase 2 (System development) and Phase 3 (Refine-
ment) of the harvesting procedure is described in
the following sections. The description includes
the choices made with regard to text normalisation,
subsequent language modelling refinements as well
as segmentation and adaptation strategies that can
be applied without the initial support of a language
model.

4.1 Text normalisation
A generic text normalisation procedure was fol-
lowed to convert each of the text resources to the re-
quired representations for further processing. Pre-
processing was applied to remove empty lines, lines

containing document headers, bulleted lists etc. For
example, some texts employed capitalisation to indi-
cate spelled-out words and names. Best effort man-
ual verification of these tokens was performed. A
decision was made to split all detected spelled-out
tokens into single characters. This procedure en-
sured that the text would generate fewer pronuncia-
tion errors as it simplifies the pronunciation dictio-
nary extension process significantly. All characters
were converted to lowercase.
To clean the text further, the text normalisation
protocol of the locally developed Speect TTS soft-
ware was applied (Louw et al. 2010). This software
applies a rule-based, number spell-out algorithm
(Gillam 1998) that, for example, writes out num-
bers, monetary amounts and time in each language.
The Speect normalisation engine (Louw et al. 2016),
also consistently removed many unwanted lines
(containing URLs and other graphemes such as
strings of dashes etc.). Subsequently, character
checks were performed against the list of allowed
graphemes in the grapheme to phoneme (G2P) rule
set for each language (Barnard et al. 2014). Any re-
maining incompatible graphemes in the text were ei-
ther replaced or removed semi-automatically.
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4.2 Language modelling
Section 3.2 introduced and compared text resources
in the four South African languages included in
this study. These limited resources are approxi-
mately 1 to 3 million words in size, which is a lim-
itation for word transcription system development.
The following sections describe how these resources
were used in combination with standard n-gram
language modelling (Goodman 2001) to implement
speech data harvesting. Sections 4.2.1 and 4.2.2 de-
scribe the development of n-gram models for sub-
word and word level text representations while Sec-
tion 4.2.3 describes a Kaldi RNNLM setup ap-
plying TDNN-LSTM language models for word
recognition.

4.2.1 Phone n-gram models

To produce accurate phone transcriptions, the har-
vest setup employed transcription systems with
phone language models built from combinations of
the texts in Table 2. To determine whether combin-
ing the available texts would result in better cover-
age of phone contexts we computed n-gram phone
label counts for the text resources. Table 3 pro-
vides counts of the additional unique biphone la-
bels a second set of text contributes if the Lwazi
TTS text in each language is used as the point of
departure. The n-gram counts for the Lwazi TTS
text are provided in the second column of Table 3.
The TTS texts consist of phonetically balanced sen-
tences, so they should provide good phone coverage
for all four languages. Preliminary tests confirmed
good phone transcription results using these texts
only. Subsequent columns in Table 3 report the ad-
ditional unique labels available from the other texts.
For the NCHLT texts, one column also reports
three texts combined together, showing the contri-
bution that the NCHLT Parallel Texts provide with
the NCHLT Text Corpus already included.
The values in Table 3 show that combining the
Lwazi TTS texts with the NCHLT Text corpora
leads to the largest contributions of additional
phone contexts. This seems to be especially true for
the Ven, Nso and Zul languages, where the num-

ber of unique biphone contexts are effectively dou-
bled combining the resources. Interestingly, a sim-
ilar result is seen for Nso and Zul if the Autshu-
mato Parallel texts are used instead. Combining the
larger Afr TTS texts with the Autshumato Paral-
lel text provides a much smaller contribution (only
174 additional biphone labels). The values in Ta-
ble 3 show that, if the NCHLT Text corpora are
already included (TTS + Text + Parallel), further
contributions from the Autshumato Parallel text
to the counts are limited. Similarly, contributions
from other Autshumato texts given the TTS texts
are smaller, but do include some additional con-
texts.

4.2.2 Word n-gram models

Another indication on the sufficiency of the text re-
sources for data harvesting development is the out-
of-vocabulary (OOV) rates given representative test
data from the harvest domain. We analysed the
OOV for all harvest languages. Figure 2 presents
OOV rates for Afr, Ven and Nso as the percent-
age of words in the test data sets that are not in the
vocabulary of four different texts: the Lwazi TTS
text (TTS), NCHLT Text corpora (Text), a com-
bination between the Lwazi TTS and the NCHLT
Text corpora (TTS+Text) and lastly a greedy selec-
tion (Greedy) given all of the available text resources.
The Greedy data set was compiled using an algo-
rithm that selects lines of text based on whether a
line includes new vocabulary words or not. If a
line only contains already selected words, it is dis-
carded. Text was selected in this manner to limit the
skewing of word context distributions that could be
caused by simply pooling all the text. Starting with
the phonetically balanced TTS Texts, the remaining
texts were processed in the following order: the Aut-
shumato text resources, the NCHLT text, NCHLT
Speech and Autshumato Parallel texts.
Figure 2 clearly shows that only utilising the Lwazi
TTS text leads to the highest OOV rates for the dif-
ferent test data sets (between 10% and 20% OOV).
Including vocabulary from the NCHLT texts is ef-
fective since OOV rates are substantially reduced.
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Table 3: Bi-gram phone contribution of unseen unique phone labels for different text combinations

NCHLT Autshumato

Language TTS TTS + TTS + TTS + Text + TTS + TTS + TTS + TTS +
Speech Text Parallel Words Phrases Eval Parallel

Afr 1064 46 209 17 20 4 13 174
Ven 492 240 590 - 21 53 96 -
Nso 550 176 646 21 33 29 89 533
Zul 682 202 710 10 71 68 91 560

Test set
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Figure 2: Out-of-vocabulary rates (as a percentage) of ARPA language models built from different texts and
given the test data of the three languages.

Pooling the Lwazi TTS texts with the NCHLT
Text corpora texts sometimes leads to slightly lower
OOV rates. As expected, in all cases, the greedy se-
lection provides the lowest OOV, usually about half
a percent lower than the second lowest value.
Predicting the transcriptions of the test data em-
ploying trigram ARPA language models, Figure 3
provides the corresponding perplexity estimates for
models compiled with each set of text data. The
figure shows higher perplexities for most of the
Lwazi-TTS-text-only models. It can also be seen

that n-gram models based on the NCHLT Text cor-
pora achieve fairly good perplexity values. Mod-
els based on a combination of the Lwazi TTS and
the NCHLT Text corpora (TTS+Text) as well as
the greedy selection (Greedy) strategies do not lower
perplexity values much further, but yield similar
perplexity. The Afr Messages and Afr Drama test
set transcriptions are exceptions to this rule. Here
the models derived from the larger (compared to
other languages, see Table 2) Lwazi TTS text gen-
erate better perplexity estimates than models based
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Figure 3: Perplexity estimates of 3-gram language models built from different texts and given the test data of
the three languages.

Table 4: OOVword rates and perplexity estimates for
tri-gram languagemodels derived from the Zul texts

Lwazi NCHLT Other

Test set TTS Text TTS + Text Greedy

OOV word rates

Zul News 49.09% 16.26% 16.26% 15.87%
Zul Drama 44.58% 17.13% 17.05% 16.56%

Perplexity estimates

Zul News 551 182 47 627 47 839 46 768
Zul Drama 334 283 63 385 63 425 63 260

on the Afr NCHLT Text corpora. Lastly, given the
larger NCHLT Text data, the Drama test transcrip-
tions seem to generate larger perplexities than News
data for all languages, alluding to different vocab-
ularies in the transcriptions of these conversational
test data sets.
With similar sized texts, the larger Zul vocabulary
results in larger OOV word rates. In fact, OOV
word rates for Zul given the same text resource types

are more than twice as high as for the other lan-
guages. Perplexity estimates for Zul are also much
higher than for the other languages. Given these
differences the Zul OOV and perplexity estimates
are reported separately in Table 4. Similar trends
are observed with the NCHLT Text improving val-
ues considerably. Again, for the Drama test tran-
scriptions, higher perplexity values compared to the
News test transcriptions are observed for models in-
cluding more text.

4.2.3 Kaldi RNNLM

Kaldi-RNNLM is an extension of Kaldi that sup-
ports neural network language models (Xu, Li,
Wang, Wang, Kang, Chen, Povey & Khudanpur
2018). The recipe incorporates sub-word modelling
using letter n-gram based features, improving the
modelling of rarely seen word contexts. Subsequent
ASR systems (Chen et al. 2018) also employ LSTM-
based language models (Xu, Li, Wang, Wang, Kang,
Chen, Povey & Khudanpur 2018, Jozefowicz et al.
2016). These models are even more effective at
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modelling wide contexts than conventional RNNs.
Kaldi uses a two-pass decoding method to apply the
models, since RNNLMs encode a theoretically infi-
nite history length (Xu, Chen, Gao, Wang, Li, Goel,
Carmiel, Povey & Khudanpur 2018). The recipe in
Xu, Li, Wang, Wang, Kang, Chen, Povey & Khu-
danpur (2018) employs an n-gram approximation
lattice-rescoring method. First a representative n-
gram model is used to compile and decode, resulting
in a decoding graph. This generates a set of possible
hypotheses, after which lattice-rescoring can be ap-
plied.
One version of the harvesting system includes
an RNNLM recipe which is based on the Kaldi
Switchboard example. The recipe demonstrates a
forward (Povey 2018b) and backward (Povey 2018a)
TDNN-LSTM. The backward model training re-
quires reversed text at the sentence level (Arora et al.
2020). To implement the backward model, the for-
ward model first rescores the original trigram de-
code lattices that correspond to the NCHLT Text
based ARPA model (see Section 4.2.2). Subse-
quently, another rescoring of the backward model
on top of the already rescored forward model lat-
tices is performed. Adjusting the interpolation
weight optimises the recognition results for the
rescoring steps.
As in Yang et al. (2018) the chosen recipe trains 5-
layer TDNN-LSTM LMs for rescoring, alternating
the TDNN and LSTM layers. Each TDNN layer
combines the current and previous time steps. The
LSTM layers have hidden projection layer dimen-
sions of 265 and the TDNN embedding dimensions
remain set at the value of 1 024. In both the Nso
and Zul languages, lines of the NCHLT Text Cor-
pus text are selected as sentences utilising one line
out of every 50 lines (approximately 2%) as devel-
opment data. Keeping the maximum n-gram order
parameter at the standard setting, implementing a
4-gram approximation allows 3-word histories to be
kept intact.

4.3 Segmentation

The segmentation of acquired raw audio data and
the subsequent segment selection of data suitable
for automatic harvesting is necessary to support
model adaptation. Different segmentation tech-
niques were applied depending on the data set. In
Badenhorst & de Wet (2021) the segmentation and
selection of read speech resources such as radio news
bulletins was performed in a two step process. Step
one applied speaker diarisation in an unsupervised
manner combined with a heuristic selection of start
segments. This enabled detection of 90% of the
news start times.
News bulletins included news clips, mostly in En-
glish or another language and usually the news
ended with news chimes and music. To select the
within language speech from this data, a second
Kaldi alignment-based silence detection method
was implemented. As mentioned in Section 2, it
was possible to find label alignments for relatively
long pieces of audio using a well estimated acous-
tic model. The Kaldi alignment also inserted si-
lence phones into the forced alignment phone string
automatically when required. Subsequently, seg-
mentation was possible for silence labels of 0.1 sec-
onds or longer in duration. Segmenting on selected
silence labels, short segments of audio between 5
and 15 seconds in duration were produced. Opti-
mised model estimation can be achieved by train-
ing on segments with good acoustic match first.
Similar to the acoustic selection in Badenhorst &
de Wet (2019), PDP scoring can be applied to rank
segments. The cross-language news clips and mu-
sic segments ranked lower than clear in-language
speech segments.
Segmentation of drama data was also required.
Broadcast drama episodes generally contain long
pieces of music transitioning between scenes and
various background effects. A VAD technique
to determine where clear speech occurred seemed
like a more appropriate technique to segment this
data. The hybrid convolutional neural network-
bidirectional long short-term memory network
(CNN-BiLSTM) structure propsed in Wilkinson
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& Niesler (2021) was used for this purpose. After
setting a speech versus non-speech threshold of 0.7,
sufficient speech segments between 5 and 15 seconds
in length could be selected for model adaptation
experiments. Adjacent short voiced segments were
merged if the non-speech duration between them
were 2 seconds or shorter and the merged segment
had a duration of less than 15 seconds.

4.4 Adaptation

Kaldi allows for separate acoustic and language
model development. This means the data harvest-
ing process can generate sub-word transcriptions
to enable acoustic model adaptation for short seg-
ments of speech data using a relatively weak lan-
guage model. Therefore, short text prompts such
as those corresponding to manual transcriptions of
in-domain speech data or TTS text, can be used to
adapt transcription systems.
Acoustic model adaptation within the Kaldi nnet3
framework can be accomplished in a number of
ways. The effectiveness of any adaptation strat-
egy relies on the acoustic properties of the adap-
tation data compared to that of previous train-
ing data. In this study different combinations of
re-training and i-vector adaptation were evaluated.
Not all of the adaptive training options could suc-
cessfully be applied given the particular combina-
tion of donor model and harvest data. The diagram
in Figure 4 illustrates the adaptive training config-
uration options. The best results were obtained
when the initial NCHLT models were re-trained
but the NCHLT i-vectors were kept intact.
Kaldi nnet3 acoustic modelling recipes rely on the
ability to determine time alignments of transcrip-
tion labels given the audio before training. The re-
quired input alignments are usually obtained from
triphone Hidden Markov Model (HMM) systems.
In this study the Kaldi HMM systems were derived
from the same NCHLT training setup that was
used in Badenhorst & de Wet (2019). The triphone
alignments block in Figure 4 refers to triphone
alignments produced by these systems.

Train1: 
NCHLT

Acoustic 
models

(4 Epochs)

Triphone alignments 
(Train1: NCHLT)

Train2: 
Adaptation 

data

NCHLT: 
I-vector
Xtractor

Adaptation: 
I-vector
Xtractor

Acoustic 
models

(1 Epoch)

Figure 4: TDNN-F adaptive training configura-
tion options. Different i-vector extractors can be ap-
plied to acoustically normalise the adaptation train-
ingdata before traininganadditional epoch to adapt
the NCHLT acoustic models.

The TDNN-F model adaptation recipe consisted
of two stages. The first stage of the recipe repro-
duced the training setup of the initial model, but
instead of finalising the process, the training setup
remained in such a condition that a second stage of
training could be applied (blue circle in the figure).
The second stage is an adaptation stage, re-training
the standard (four-epoch) model for an additional
epoch using the adaptation data.
To enable standard feature extraction and model
training, triphone alignments and data perturba-
tion were applied to both the NCHLT and adap-
tation data. The initial NCHLT models were used
to perform triphone alignment. The best adap-
tation results were obtained using the NCHLT i-
vector extractor in both stages, generating i-vectors
for the adaptation data with this extractor. It was
also advantageous since no speaker information for
the broadcast drama or NCHLT II adaptation data
(for which the segment speakers were unknown)
was available during adaptation.
Re-training required control of the intensity of the
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adaptive training. This can be achieved by adjusting
the learning rate for the training iterations of the last
epoch, the number of iterations or training for more
epochs. To obtain the results reported in this study,
similar thresholds to the lower thresholds of train-
ing (0.000020 and 0.000015 respectively) were set
during the last epoch. This restricted the algorithm
to apply a learning rate close to the lower setting for
the remaining iterations of training.

5 Results

To evaluate the performance of various harvest sys-
tem configurations, transcription of the test data
sets described in Section 3.1.1 were performed. Ini-
tially, sub-word harvest systems were built (Section
5.1) employing phone language models derived from
combinations of the texts described in Section 3.2.
This was followed by building the word harvest
systems described in Section 5.2. Most sub-word
harvest systems could later be refined further given
the word harvest systems (Section 5.3). Section 5.4
describes a number of acoustic adaptation experi-
ments.

5.1 Baseline sub-word harvest sys-
tems

The phone error rate (PER) values in Table 5 com-
pare three harvest systems employing: 1) flat phone-
based ARPA language models, 2) 3-gram phone-
based ARPA language models and 3) 6-gram phone-
based ARPA language models. As explained in Sec-
tion 4.2.1, the 3-gram and 6-gram models were de-
rived from the combination of texts that yielded
the best performance. Both the 3-gram and 6-gram
ARPA phone models were built with TTS text for
Afr, TTS and NCHLT Text for Ven and NCHLT
texts only for Nso and Zul. NCHLT acoustic
models were used in all the baseline harvesting sys-
tems.

Table 5: Baseline sub-word harvest system results:
Phone error rates for Flat, 3-gram and 6-gram phone
language models.

ARPA

Test set Flat 3-gram 6-gram

Afr News 20.98 18.76 16.34
Ven News 27.12 24.45 20.84
Nso News 29.50 27.27 24.05
Zul News 38.81 33.10 30.55

Afr Messages 25.82 24.15 22.42

Afr Drama 42.69 40.86 39.52
Ven Drama 45.80 42.40 40.35
Nso Drama 43.53 40.75 38.98
Zul Drama 46.66 42.96 41.58

Zul Drama Adapt 48.56 - -

The values in Table 5 show that, in general, the har-
vest systems were much better at transcribing news
data than drama data. The results also show that 3-
gram systems outperform flat model systems in all
cases and this trend continued for all 6-gram sys-
tems. The choice to use a 6-gram context size was
made in Badenhorst & de Wet (2021) because lower
PER rates could be achieved for TTS and larger
sets of text data. The results indicate that transcrib-
ing the Afr Messages data resulted in more recog-
nition errors than Afr News, but it was still much
better than transcribing Afr Drama. Automatically
transcribing the Zul adaptation data (Zul Drama
Adapt) with a flat phone model yielded a compara-
ble result to the Zul Drama test data, verifying the
set’s manual transcription accuracy.

5.2 Word harvest systems
Considering the various word level n-gram options
reported in Section 4.2.2 for the text data intro-
duced in Section 3.2, the word error rates (WERs)
reported in Table 6 were obtained employing 3-
gram ARPA language models. The values in the
table show that including the NCHLT Text data
when transcribing news data made a significant dif-
ference. This distinction was less pronounced for
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the conversational messages and drama test data. It
was also clear that including additional vocabulary
with greedy selection resulting in smaller training
texts did not degrade results. The worst word tran-
scription rates were obtained for Zul.

Table 6: Baseline word harvest system results: Word
error rates with 3-gram language models derived
from different texts.

Lwazi NCHLT Other

Test set TTS Speech Text TTS Greedy
Text

Afr News 48.72 62.27 37.42 36.25 35.97
Ven News 58.67 52.27 42.22 42.23 42.35
Nso News 60.54 63.31 47.78 47.67 47.59
Zul News 82.16 84.80 69.24 69.45 69.32

Afr Messages 47.08 61.87 46.01 43.86 43.94

Afr Drama 67.63 78.48 69.99 68.21 68.56
Ven Drama 75.82 78.39 72.16 71.73 71.50
Nso Drama 73.32 75.50 71.23 71.32 72.14
Zul Drama 86.68 90.95 83.42 83.40 83.36

An updated set of results were obtained by re-
scoring the Nso and Zul word trigram decode lat-
tices with TDNN-LSTM language models. Table 7
compares the resulting ARPA and Kaldi RNNLM
WERs for TDNN-LSTM language models devel-
oped only on the NCHLT text data sets. By ad-
justing the interpolation weight small but consis-
tent improvements could be obtained for both the
news and drama test data sets.

Table 7: Word harvest system results: Comparing 3-
gram ARPA and Kaldi RNNLM WERs with the
NCHLT Text Corpora in two languages.

Test set ARPA RNNLM Interpolation
3-gram weight

Nso News 47.78 47.36 0.1
Zul News 69.24 68.36 0.2

Nso Drama 71.23 68.53 0.3
Zul Drama 83.42 81.82 0.3

Table 8: Refined sub-word harvest system results:
Comparing PERs of 6-gram phone ARPA, 3-gram
word ARPA and word Kaldi RNNLM systems.

Phone level Word level

Test set ARPA ARPA RNNLM
6-gram 3-gram

Afr News 16.34 13.03 -
Ven News 20.84 18.09 -
Nso News 24.05 21.26 20.64
Zul News 30.55 29.03 28.12

Afr Messages 22.42 21.09 -

Afr Drama 39.52 38.56 -
Ven Drama 40.35 41.28 -
Nso Drama 38.98 40.09 37.91
Zul Drama 41.58 47.00 43.42

5.3 Refined sub-word harvest sys-
tems

Interestingly, even lower PERs could be obtained
for most test sets by first performing a word tran-
scription. To convert the word transcriptions to
phone labels a pronunciation dictionary was used.
With the exception of the Ven and Zul Drama,
the refined PER values reported in Table 8 indicate
significantly lower error rates. Furthermore, Nso
and Zul News as well as Nso Drama results ben-
efited additionally with the Kaldi RNNLM tran-
scription.

5.4 Acoustic adaptation
The adaptive training configuration defined in Sec-
tion 4.4 was first tested on the Eng Speeches test
set. Subset selections of the adaptation data were
made based on per segment PDP scores. Table
9 shows that the PERs measured for the adapted
acoustic models are significantly lower than those
achieved by the baseline system (0% Adaptation
data). Only 5 hours of adaptation data (10% Adap-
tation data) lowered the PER by more than 7%. The
best adaptation result, a PER of 27.82%, was ob-
tained when 60% of the NCHLT II data was used
to adapt the acoustic models trained on NCHLT
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Table 9: Phone error rates of Baseline NCHLT I En-
glish (0%) and adaptedNCHLT I acousticmodels us-
ing various percentages of the 50.19 hours of NCHLT
II data, measured on the Eng Speeches test set.

% Adaptation data ARPA Flat

0 49.33
10 41.72
20 36.91
30 31.62
40 29.90
50 28.26
60 27.82
70 31.08

Table 10: Adaptation results for six different types of
speeches made by the President.

Event Adapt 0% Adapt 60%

SONA 45.70 18.05
Lekgotla 44.45 18.59
Launch 51.67 20.76
Commemoration 57.13 21.08
National day 69.61 36.58
Official opening 86.41 85.74

I data. This value compares well with the baseline
News PERs reported for the four other languages
in Table 5.
To determine whether acoustic adaptation was
more effective for some speeches than others, PERs
were calculated for six different types of data in the
Eng speeches test set. The results are shown in
Table 10. The most significant reduction in PER
was obtained for the parliamentary data (SONA)
and the indoor speeches (Lunch and Commemora-
tion). This observation is expected, given that the
NCHLT II data is similar to the data in these cat-
egories. Acoustic mismatch did, however, still re-
strict the impact of adaptation as is evident from
the outdoor National Day and Official Opening re-
sults.
Table 11 provides an overview of the adaptation re-
sults applying the Afr, Ven and Zul adaptation data
sets described in Section 3.1.2. Using PDP, the 10%

Table 11: PERs on the broadcast test data sets for Afr,
Ven and Zul after acoustic adaptation.

Test set Adapt data ARPA ARPA
Flat 6-gram

Afr News Messages 8.69h 20.70 17.51
Afr News 17.39h 20.94 17.43
Afr Messages 8.69h 20.50 17.81
Afr Messages 17.39h 20.20 17.37
Afr Drama 8.69h 43.82 41.74
Afr Drama 17.39h 43.95 41.24

Ven News News 7.83h 22.25 19.51
Ven News 15.66h 22.37 19.63
Ven Drama 7.83h 46.54 43.72
Ven Drama 15.66h 46.34 42.84

Zul News Drama 6.12h 32.68 27.94
Zul Drama 6.12h 30.33 26.76

and 20% best ranking segments of the Afr Messages
adaptation data were selected corresponding to 8.69
and 17.39 hours respectively. Similarly, selecting 6%
and 12% of the best matching Ven News adapta-
tion data amounted to 7.83 and 15.66 hours. The
phone transcriptions required for adapting the Afr
and Ven models were derived using the baseline 6-
gram phone transcription systems described in Sec-
tion 5.1. The 6.12 hours manually transcribed Zul
Drama adaptation data was also employed to train
a new Zul acoustic model. Both the flat and 6-
gram phone language model results for the adapted
systems were compared to the baseline results pre-
sented in Table 5.
Adapting with just 10% of the available data signif-
icantly improved the Afr Messages test set results
for both Flat and 6-gram systems. However, dou-
bling the adaptation data did not result in much fur-
ther improvement. A similar observation was made
for the Ven News adaptation with test data from
the same domain. In these tests, adaptation based
on the automatically transcribed data only yielded
a marginal improvement for one test data set from
the other domains, such as radio drama.
The Zul results in Table 11 clearly show that us-
ing manually transcribed adaptation data had the
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most substantial impact on the transcription er-
ror rate. An absolute improvement of more than
14% PER was achieved transcribing the Zul Drama
test data. This translates to an equivalent WER
value of 65.45% (an absolute reduction of 18% com-
pared to the corresponding value in Table 6) us-
ing the NCHLT Text data ARPA language model.
Moreover, significantly lower PERs for the News
data were also measured and a corresponding WER
of 65.48% was obtained using the same language
model.

6 Conclusion
In Badenhorst & de Wet (2021) it was observed
that acoustic match to the harvest data is an im-
portant factor for transcription accuracy. The four
baseline sub-word systems that were evaluated in
this study confirmed this observation. NCHLT
ASR training data only includes short read speech
prompts. In comparison, the news test data con-
tained much longer utterances and the conver-
sational speech found in radio dramas included
noisy acoustic environments. As expected, tran-
scribing Drama data with NCHLT acoustic mod-
els produced larger transcription errors than News
data. Word transcription results followed the same
trend.
The results reported in this paper demonstrates the
value of limited text resources to build sub-word
transcription systems that can create a first tran-
scription of unannotated broadcast data. Subse-
quent acoustic adaptation employing these tran-
scriptions succeeded in lowering automatic tran-
scription error rates. For the available text data, in-
cluding vocabulary from the larger NCHLT texts
provided the biggest benefit by lowering OOV rates
considerably. However, high perplexity and OOV
rates as well as high WERs confirmed the inade-
quacy of the Zul text to represent the language’s
larger agglutinative vocabulary. Novel solutions
need to be sought to lower transcription error for
agglutinative languages.
Further transcription accuracy improvement was
achieved by applying TDNN-LSTM language

models using the NCHLT text data to build an
RNNLM. Sub-word transcription error could
also be lowered further by converting the word
transcription back to phones using a dictionary
lookup. Re-evaluating the converted sub-word
transcriptions also applying an adapted acoustic
model would presumably lead to even larger error
reductions.
The TDNN-F adaptation strategy proved to be ef-
fective. Two approaches to transcribe adaptation
data were tested and the value of both was con-
firmed for different domains of speech data. Firstly,
acoustic adaptation for the Ven News and the Afr
Messages data was possible using automatic sub-
word transcription only, proving that acoustic de-
velopment can start with less than a hundred hours
of raw unannotated data. Furthermore, the analy-
sis showed how this process can be accelerated by
manually transcribing a limited set of five or more
hours of adaptation data. Even though the tran-
scribed drama audio contained background noise
and rapid conversational speech, acoustic adapta-
tion could be performed effectively. Moreover,
manually transcribing more spontaneous speech as
adaptation data seems to enable cross-domain adap-
tation, because the adapted models also yielded im-
proved transcription accuracy for the news test data.
Future work should focus on refining cross-domain
adaptation strategies and investigate the interplay
between different speaking styles and limited quan-
tities of training and adaptation data.

Notes
[1] https://www.sadilar.org/index.php/

en/

[2] NCHLT Speech text comprises the ASR train-
ing prompts.
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