Calibration of an in-water multi-excitation fluorometer for the measurement of phytoplankton chlorophyll-a fluorescence quantum yield
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Abstract: A multi-excitation fluorometer (MFL, JFE Advantech Co., Ltd.), originally designed to discriminate between phytoplankton species present within a population, has been redirected for use in fluorescence quantum yield (FQY) determination. While this calibration for apparent FQY requires no modification of the MFL, it is necessary to have an independent measurement of the spectral absorption coefficient of the subject fluid. Two different approaches to calibration were implemented. The primary method made use of reference fluorescent dye solutions of known quantum yield. The second method made use of acrylic fluorescent plaques and films. The two methods yielded consistent results, except in the 570 and 590 nm LED channels of the MFL. Application of the MFL in FQY determination is illustrated with an in situ Southern Ocean sample.
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1. Introduction and background

The light reactions of photosynthesis take place in two characteristic pigment-protein/electron-carrier systems, known as photosystem (PS) I and II. These photosystems are equipped with a network of light-harvesting antennae pigments, which function solely to extend the range of light absorption. The absorption spectrum of a specific phytoplankton species is representative of the total absorption by all pigment-protein complexes within the cell. This includes photoprotective pigments, present within phytoplankton to aid in the dissipation of excess photon energy under high light conditions.

Cell size and pigment composition and concentration, are known to affect the absorption efficiency of phytoplankton [1]. An increase in cell volume or intracellular pigment concentration leads to a reduction in the phytoplankton absorption efficiency due to the arrangement of pigments within chloroplasts, and chloroplasts within the cells. This phenomenon is known as the “package effect” [2], and is responsible for lowering the absorption coefficient of phytoplankton per unit of chlorophyll-a (chl-a) [3]. Pigment composition and packaging are the main drivers of variation in phytoplankton-specific coefficients [4–6].

Chlorophyll-a absorbs light in the blue and red parts of the visible electromagnetic spectrum (400 -700 nm), which elevates the molecule to an excited vibrational state. The return of excited chl-a to the ground state occurs either through photochemistry, non-radiative decay or re-emission as light, i.e. fluorescence [7]. At room temperature, chl-a fluorescence is predominantly emitted by PSII and associated light harvesting complexes [8], and is observed as a typically conserved distribution around 685 nm [9]. Phytoplankton fluorescence excitation spectra are derived exclusively from the re-emission of light reaching chl-a of PSII. The fixed waveband
fluorescence varies with incident light as a function of wavelength, largely determined by specifics composition, physiological state and level of photoadaptation [10].

The natural fluorescence of chl-a is important to the non-invasive study of phytoplankton dynamics in their native environment. The quantum yield of chl-a fluorescence ($\Phi_F$), i.e. the ratio of photons emitted as fluorescence to those absorbed by the cell, provides a first order measure of photosynthetic efficiency. The derivation of $\Phi_F$ requires, aside from precise quantification of the fluorescence signal, that the spectral characteristics of the excitation energy and the spectral absorption capacity of the phytoplankton be known. The $\Phi_F$ in natural phytoplankton assemblages is considered an apparent $\Phi_F$, largely due to the contribution of PSI antennae pigments and photoprotective carotenoids towards phytoplankton-specific absorption and not PSII fluorescence. Chlorophyll-a fluorescence quantum yield may be derived from in situ measurements [11,12] or remotely through satellite ocean colour sensors [13,14].

Multi-excitation fluorometers, typically used to discriminate between phytoplankton taxa within a community [15–18], have been identified as a possible option for use in apparent $\Phi_F$ determination [19]. The present study describes the characterization and absolute radiometric calibration of a JFE Advantech Co., Ltd. Multi-Exciter Fluorometer (MFL, model MFL10W-CAD, SN. 0013). The MFL consists of nine excitation light-emitting diodes (LEDs, 375, 400, 420, 435, 470, 505, 525, 570 and 590 nm) and detects emitted light between 640-1000 nm. Characterized excitation LEDs and the resultant fluorescence emission, together with in situ phytoplankton-specific absorption data, allow for the derivation of the $\Phi_F$. The nine excitation wavelengths allows for unique taxonomic resolution, providing insight into the influence of phytoplankton community structure on $\Phi_F$. An improved understanding of the drivers of $\Phi_F$ variability will shape the development of novel sensors and advance existing ocean colour algorithms.

2. Calibration methods

The MFL was characterized in as much detail as possible, including measurement of LED spectra (Fig. 1), spatial distribution of illumination, LED temporal cycles, detector field of view (FOV) and zero bias over temperature. The instrument was then calibrated for quantum yield using two distinct methodologies, where the primary and most direct method made use of fluorescent dye solutions of known quantum yield and spectral characteristics. The second method utilized fluorescent acrylic plaques and films to determine the response of the MFL as a function of distance. The MFL was originally calibrated by the manufacturer against a solution of Rhodamine WT dye, with the raw output signal $R$ expressed as the equivalent signal from Rhodamine WT dye of specific dilution in parts-per-billion (ppb in water). Since we were unable to obtain sufficient quantitative information on the fluorescence of Rhodamine WT, we did not attempt to exploit this calibration. The MFL is assumed to have a linear radiometric response that is also stable with temperature. All calibrations described here were executed at an ambient temperature of $20 \pm 2$ °C. All radiometric quantities are photon-based. The symbols and associated units of measurement for this work are provided in Table 1.

2.1. Fluorescent dye method

Water-soluble fluorescent dyes of known quantum yield and high photostability were sought, with an emission spectrum similar to that of chlorophyll and excitation spectrum covering the full stimulation range of the MFL (350 to 610 nm). Large Stokes shift (minimal overlap of the excitation and emission spectra of the dye) was considered advantageous in order to reduce second and higher order excitation light field effects. Ideal characteristics for quantum yield standard dyes are reviewed by Demas and Crosby [20].

The carboxy derivatives of two suitable ATTO-TEC dyes with different spectral characteristics were selected, namely ATTO655 and ATTO490LS, the latter having an exceptionally large Stokes shift. These dyes both have a specified quantum yield of 0.3, but full uncertainty data was not
available from ATTO-TEC. The absorption spectra of these dyes, together with measured LED photon spectra are shown in Fig. 1.

Table 1. Symbols and Units

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Quantity</th>
<th>Typical Units</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A(\lambda)$</td>
<td>Spectral absorbance (spectral optical density)</td>
<td></td>
</tr>
<tr>
<td>$a_{ij}$</td>
<td>Absorption coefficient of solution $i$ over LED $j$ spectrum</td>
<td>cm$^{-1}$</td>
</tr>
<tr>
<td>$a_i(\lambda)$</td>
<td>Spectral absorption coefficient of calibration solution $i$</td>
<td>cm$^{-1}$</td>
</tr>
<tr>
<td>$a_j^*$</td>
<td>Phytoplankton-specific absorption coefficient, LED $j$</td>
<td>cm$^{-1}$</td>
</tr>
<tr>
<td>$c_i$</td>
<td>Molar concentration of calibration solution $i$</td>
<td>mol L$^{-1}$</td>
</tr>
<tr>
<td>$E_{\lambda}$</td>
<td>Spectral photon irradiance</td>
<td>s$^{-1}$ cm$^{-2}$ nm$^{-1}$</td>
</tr>
<tr>
<td>$g_j(z)$</td>
<td>Distance calibration functions for MFL, LED $j$</td>
<td>MFLu</td>
</tr>
<tr>
<td>$k_{ij}$</td>
<td>MFL calibration constant for solution $i$, LED $j$</td>
<td>MFLu cm</td>
</tr>
<tr>
<td>$\ell$</td>
<td>Physical path length in spectrophotometer cuvettes</td>
<td>cm</td>
</tr>
<tr>
<td>$L$</td>
<td>Photon radiance</td>
<td>s$^{-1}$ sr$^{-1}$ cm$^{-2}$</td>
</tr>
<tr>
<td>$n$</td>
<td>Refractive index</td>
<td></td>
</tr>
<tr>
<td>$p_i$</td>
<td>MFL-relative partial quantum yield factor for solution $i$</td>
<td></td>
</tr>
<tr>
<td>$p_c$</td>
<td>MFL-relative partial quantum yield factor for chlorophyll</td>
<td></td>
</tr>
<tr>
<td>$\Re(\lambda)$</td>
<td>MFL sensor relative quantum spectral response</td>
<td></td>
</tr>
<tr>
<td>$R_{ij}$</td>
<td>MFL output response to solution $i$, in LED channel $j$</td>
<td>MFLu</td>
</tr>
<tr>
<td>$R_j$</td>
<td>MFL field measurement data, LED channel $j$</td>
<td>MFLu</td>
</tr>
<tr>
<td>$S_i(\lambda)$</td>
<td>Relative fluorescent emission spectrum for solution $i$</td>
<td></td>
</tr>
<tr>
<td>$t$</td>
<td>Physical thickness</td>
<td>cm</td>
</tr>
<tr>
<td>$T(\lambda)$</td>
<td>Spectral transmittance</td>
<td></td>
</tr>
<tr>
<td>$T_{fj}$</td>
<td>Effective filter transmittance for LED channel $j$</td>
<td>mL or cm$^3$</td>
</tr>
<tr>
<td>$V$</td>
<td>Volume</td>
<td></td>
</tr>
<tr>
<td>$e_i(\lambda)$</td>
<td>Spectral molar absorptivity of solution $i$</td>
<td>M$^{-1}$ cm$^3$</td>
</tr>
<tr>
<td>$e_{ij}$</td>
<td>Molar absorptivity of solution $i$ in LED channel $j$</td>
<td>M$^{-1}$ cm$^3$</td>
</tr>
<tr>
<td>$\varsigma_j(\lambda)$</td>
<td>Relative LED emission spectrum for LED channel $j$</td>
<td></td>
</tr>
<tr>
<td>$\lambda$</td>
<td>Wavelength</td>
<td>nm</td>
</tr>
<tr>
<td>$\Phi_i$</td>
<td>Total fluorescence quantum yield for solution $i$</td>
<td></td>
</tr>
<tr>
<td>$\Phi_{\lambda}$</td>
<td>Spectral photon flux</td>
<td>s$^{-1}$ nm$^{-1}$</td>
</tr>
<tr>
<td>$\Phi$</td>
<td>Total photon flux</td>
<td>s$^{-1}$</td>
</tr>
</tbody>
</table>

2.1.1. Linear calibration model

The linear calibration model for the MFL output signal response to a fluorescent solution with index $i$ was written as

$$ R_{ij} = k_{ij}a_{ij}p_i\Phi_i, $$

where

- $R_{ij}$ is the MFL signal response (in “equivalent ppb Rhodamine”, but we assumed the response unitless, written “MFLu”), to the fluorescent solution $i$ exposed to LED wavelength (spectral distribution) $j$.

- $a_{ij}$ is the absorption coefficient of solution $i$, a mean value weighted by the spectral photon distribution of LED $j$. 
• $k_{ij}$ is a calibration constant for solution $i$, LED $j$, expected to be independent of solution $i$, leaving $k_j$.

• $p_i$ is the MFL-relative partial quantum yield factor for the fluorophore in solution $i$ (described in Section 2.1.3) and

• $\Phi_i$ is the total FQY for the fluorophore in solution $i$.

The linear calibration process establishes the calibration constants $k_{ij}$ determined as

$$k_{ij} = \frac{R_{ij}a_{ij}p_i\Phi_i}{a_{ij}p_i\Phi_i}$$

(2)

A stepwise description of the linear calibration is as follows: (1) The spectral molar absorptivity $\varepsilon_i(\lambda)$ of the working dye stock solutions was determined using a Varian (now Agilent) Cary 500 spectrophotometer and compared to the data supplied by the manufacturer. (2) The MFL was immersed in solutions of the working stock at known dilution ratios under the assumption that the absorption coefficients were linearly related to concentration. The $R_{ij}$ values were established by immersing the MFL in a fluorescent solution index $i$ (the dyes ATTO655 or ATTO490LS dissolved in deionized water (dH$_2$O)), where the equivalent absorption coefficient $a_{ij}$ for each LED spectral photon distribution had been established. A time-averaged response $R_{ij}$ of the MFL was measured for each solution. (3) The LED-specific absorption coefficients of the calibration dye solutions were calculated using spectral weighted averaging. To get good signal on all channels of the MFL, solutions of the dyes at various concentrations were used. A stock dye solution of known spectral absorption coefficient was made up using dH$_2$O, from which we could calculate $a_{ij}$ for any diluted solution of the stock (see Section 2.1.2). (4) The MFL partial quantum yield was determined (see Section 2.1.3). This was necessary as part of the dye emission spectrum is filtered out by the MFL cut-on filter. (5) Finally, the calibration coefficient for each LED wavelength was computed using Eq. (2).
2.1.2. Dye characterization

A Cary 500 spectrophotometer, with long path ($\ell = 10$ cm) cuvettes, was used to determine the spectral molar absorptivity of the dye, and hence the spectral molar absorption coefficient of any dye solutions used for calibration purposes. The FQY $\Phi_i$ of the dyes was supplied by the manufacturer. The spectral molar absorptivity, $\varepsilon(\lambda)$ is an inherent characteristic of the dye and does not depend on concentration. The transmission $T$ of the solution in the cuvette was measured to determine the absorbance $A$ (also known as optical density), related as

$$A(\lambda) = -\log_{10} T(\lambda) = \varepsilon(\lambda)\ell c,$$

where $c$ is the molar concentration of the dye solution. The absorbance of the working stock, $A_0(\lambda)$ was determined spectrophotometrically by measuring the transmission of the working stock at various dilution ratios. This became necessary as the working stock absorbance was too high in some spectral regions to be measured reliably at full concentration $c_0$. From Eq. (3) it follows that

$$A(\lambda) = A_0(\lambda) \frac{c}{c_0}.$$

(4)

Eq. (4) was exploited by fitting a straight line to the measured absorbance of solutions at known working stock dilution ratios. The working stock absorbance was determined by extrapolating the fitted line to $c/c_0 = 1$.

The effective molar absorptivity for the dye in solution $i$ for LED spectral channel $j$ was computed by taking an integral, weighted by the LED photon spectrum $\varsigma_j(\lambda)$ as

$$\varepsilon_{ij} = \int \varepsilon_i(\lambda)\varsigma_j(\lambda) d\lambda \int \varsigma_j(\lambda) d\lambda.$$

(5)

The LED spectra $\varsigma_j(\lambda)$ were measured using an Avantes spectrometer with calibrated fiber-optic spectral irradiance attachment. The absorption coefficient for solution $i$ which has molar concentration $c_i$ and for LED spectrum $j$, was calculated as

$$a_{ij} = \varepsilon_{ij} c_i \ln 10.$$

(6)

2.1.3. MFL-relative partial quantum yield

The MFL-relative partial quantum yield factor lies in the range 0 to 1 and takes into account the spectral response of the MFL detector channel. Suppose the relative spectral quantum response of the MFL is denoted $\Re(\lambda)$ and the emission spectrum of fluorescent solution $i$ is denoted $S_i(\lambda)$, then the MFL-relative partial quantum yield factor is defined as

$$p_i \equiv \int S_i(\lambda)\Re(\lambda) d\lambda \int S_i(\lambda) d\lambda.$$

(7)

The quantum response $\Re(\lambda)$ of the MFL was provided by the manufacturer and the dye emission spectra $S_i(\lambda)$ are published by ATTO-TEC. Both are shown in Fig. 2. The MFL-relative partial quantum yield factors calculated in this way and used in this calibration are provided in Table 2. For chlorophyll, the MFL-relative partial quantum yield factor was taken as the mean of the values for solution in ether and MeOH, that is, $p_e = 0.851$.

2.2. Linear calibration application

In field usage, Eq. (2) is solved for $\Phi$ and a set of field-station, time-averaged MFL measurements $R_j$ are input (data were continuously recorded for 10 sec every 1 min, over a 20 min period). The calibration factors $k_j$ have been provided by the dye calibration, and the LED channel
Table 2. MFL-Relative Partial Quantum Yield Factors

<table>
<thead>
<tr>
<th>Fluorophore</th>
<th>$\rho_i$ Photon-Based</th>
</tr>
</thead>
<tbody>
<tr>
<td>ATTO 490LS</td>
<td>0.624</td>
</tr>
<tr>
<td>ATTO 655</td>
<td>0.893</td>
</tr>
<tr>
<td>Chl-a in Ether</td>
<td>0.827</td>
</tr>
<tr>
<td>Chl-a in MeOH</td>
<td>0.875</td>
</tr>
<tr>
<td>Perspex 4T56</td>
<td>0.319</td>
</tr>
</tbody>
</table>

phytoplankton-specific absorption coefficients $a_j^*$ have come from independent field measurements of the sample spectral absorption, determined spectrophotometrically as per the quantitative filterpad method [21]. The partial yield factor for chlorophyll $\rho_c$ is used from Section 2.1.3. Since we no longer expect the FQY to be wavelength-independent, the field application of the calibration is written as

$$\Phi_j = \frac{R_j}{k_j a_j^* \rho_c}.$$  \hspace{1cm} (8)

Fig. 2. Fluorophore normalized emission photon spectra plotted together with MFL normalized effective quantum detection efficiency.

2.3. MFL distance calibration

The distance calibration adds one dimension of complexity to the simple linear calibration model described above. Here we assume the observed fluid medium to be isotropic and homogeneous but now consider the primary stimulating radiation from the MFL arriving at and returned fluorescence signal from elementary plane-parallel layers of fluorescent medium as illustrated in Fig. 3.

The differential response $dR$ of the MFL to a plane parallel layer of thickness $dz$ at distance $z$ was written as the product

$$dR = a\Phi g(z)dz.$$  \hspace{1cm} (9)
where $a$ is the absorption coefficient, $\Phi$ is the FQY and $g(z)$ is a function of distance $z$ from the window of the MFL. The calibration function $g(z)$ subsumes all geometrical aspects of LED illumination and detector field of view, including the variation in illumination with distance. It was assumed to be unique and stable for each LED spectrum and independent of the characteristics of the fluorophore. Note that this is for an isolated layer of fluorescent material in an otherwise perfectly pure, transparent and infinite water body. The distance calibration setup was made as close to this ideal scenario as possible.

As in the case of the simple calibration model above, we introduced an indexing scheme to deal with different fluorophores with index $i$ and different LED illumination spectra with index $j$. The differential MFL response was then written as

$$dR_{ij} = a_{ij}p_i\Phi_i g_j(z)dz,$$

which exhibits the assumption that the geometrical calibration function $g_j(z)$ is independent of fluorophore characteristics. The absorption coefficient $a_{ij}$ is for fluorophore $i$ and for LED $j$ computed as a weighted integral as exemplified in Eq. (5). The MFL-relative partial quantum yield $p_i\Phi_i$ is used to take the actual MFL spectral response into account.

In practice, attenuation of the stimulating radiation in the layers preceding the layer under consideration must be considered, as well as the attenuation of the emitted fluorescence radiation which is returned to the detector. If scattering is neglected, on the outward path, the transmittance of the excitation radiation through the prior layers is

$$T_i(z) = \exp \left[-a_{ij}z \sec \theta(z)\right]$$

and on the return path, the transmittance of the emitted radiation is

$$T'_i(z) = \exp \left[-a'_{ij}z\right]$$

where $a'_{ij}$ is the effective absorption coefficient of the medium for the fluorophore emission.
A red-orange fluorescent plastic acrylic (Perspex 4T56) plaque, given index $i = 0$, was used as a calibration artifact. The spectral absorption coefficient of the plaque was measured on the Cary 500 spectrophotometer. The emission spectrum and quantum yield $\Phi_0$ of the plaque material were measured using a special experimental arrangement discussed in Section 2.3.5, after which the MFL-relative partial quantum yield factor $p_0$ was calculated. This plaque was found to saturate one or more LED channels of the MFL even at quite large distance. It was therefore necessary to attenuate the excitation radiation as well as the returned radiation using a neutral (gray) absorption filter, free of fluorescence, of thickness $t_f$ placed over the fluorescent acrylic plaque (Fig. 4). The outward signal is reduced by $T_{f_j}^{sec} \theta(z)$ and the return signal by $T_f$, providing

$$R_{ij}(z_0) = a_{ij} p_0 \Phi_0 T_f^{sec} \theta(z_0) \int_{z_0 + t_f}^{z_0 + t_f + t} g_j(z) T_{f_j}^{sec} \theta(z) \exp \left[ -(a_{ij} \sec \theta(z) + a_j^0) (z - z_0 - t_f) \right] dz.$$ (15)

The gray filter spectral transmittance was measured using the Cary 500 spectrophotometer, allowing for calculation of $T_{f_j}$ and $T_f$ by weighted averaging. The calibration arrangement is shown in Fig. 4. The only unknowns in Eq. (15) are the functions $g_j(z)$.

### 2.3.2 Determination of $g_j(z)$

The calibration functions $g_j(z)$ were established to within a scaling constant $d_i$ by using a thin film of fluorescent material (plastic in this case) bonded onto a flat, opaque, black, solid substrate. Performing the experiment in dH$_2$O, the response of the MFL was recorded as a function of the distance $z$ between the fluorescent film and the front face of the MFL using a $z$-axis mechanical motion stage. The film was sufficiently thin that the total fluorescent signal could be regarded as arising at a single distance $z$ of the film from the MFL. Two different films were used to verify independence of $g_j(z)$ from the fluorophore. The first film was given index $i = 1$, the second film was given $i = 2$ so that

$$R_{ij}(z) = d_{ij} g_j(z)$$ (16)
Fig. 4. Calibration setup using fluorescent acrylic plaque and neutral gray filter.

By measuring the response of the MFL to the gray filter with fluorescent plaque at different distances $z_0$, it is possible to obtain multiple simultaneous equations from Eq. (15), and rearranging to obtain the unknown scaling constant $d_i$. Substituting an option from Eq. (18) into Eq. (15) and solving for $d$ provides

$$d_{ij} = \frac{a_{0j} p_0 \Phi_0 T_f^*}{R_{0j}(z_0)} \int_{z_0}^{z_0 + t_f + t} R_{1j}(z) \exp \left[ - \left( a_{0j} \sec \theta(z) + a_{ij}' \right) \left( z - z_0 - t_f \right) \right] \, dz. \quad (19)$$

Everything on the right-hand side of Eq. (19) is known or measured, allowing calculation of $d_{ij}$ and similarly $d_{2j}$ or for further thin fluorescent films. It was found advisable to use larger $z_0$ as the calibration at close range became problematic, possibly due to detector nonlinearities and saturation effects as well as geometry errors. Since the detector is common to all LED channels, it is possible that if any LED produced measurements near or beyond saturation, this could impact the quality of other LED channel measurements. Any such MFL data were therefore discarded.
2.3.4. Calibration application

The distance calibration process was used to establish data for $g_j(z)$ through application of Eq. (19) and then returning to Eq. (18). Now, given a medium of unknown total FQY, but known MFL-relative partial yield factor, for example chlorophyll $(p_c)$, and measured absorption coefficient $a_j$, it becomes possible to apply the calibration to a set of field measurements $R_j$ as follows. First a set of calibration factors $G_j$ are computed using the field sample measured absorption data as

$$G_j = \int_0^\infty g_j(z) \exp[-(a_j \sec \theta(z) + a')z] dz.$$  \hspace{1cm} (20)

In practice, the upper limit of integration would be taken where the distance calibration functions $g_j(z)$ have dropped sufficiently low. In samples having low attenuation, the upper limit should be $z \gtrsim 60$ mm. If measurements are performed in a bucket, the MFL should be placed considerably further than this from the bottom of the bucket and care taken that there is negligible fluorescence from the bucket material and minimal accumulation/settling of material in the bucket during measurements.

Finally, the unknown FQY was computed essentially by solving Eq. (14) and arriving at

$$\Phi_j = \frac{R_j}{G_j a^*_j p_c}.$$ \hspace{1cm} (21)

Since in field measurements we no longer assume that the FQY is independent of wavelength, the FQY now bears the LED index $j$. Note that in the low attenuation limit, the dye calibration factors $k_j$ are related to the $g_j(z)$ as

$$k_j = \int_0^\infty g_j(z) dz.$$ \hspace{1cm} (22)

In order to obtain correct phytoplankton-specific FQY, it is necessary to know the phytoplankton-specific absorption. This involves estimation of absorption that is not attributable to phytoplankton e.g. detritus, dissolved organic matter. Note that radiative attenuation affecting the $G_j$ factors is still calculated using the total absorption $a_j$ of the sample. However, the $a^*_j$ used in the final calculation in Eq. (21) must be the phytoplankton-specific absorption.

2.3.5. Plaque emission spectrum and quantum yield

The spectral absorption coefficient of the fluorescent calibration plaque was determined using the Cary 500 spectrophotometer. The emission spectrum and quantum yield $\Phi_0$ were measured by irradiating the plaque with quasi-monochromatic light in the excitation wavelength region and then measuring the apparent spectral radiance of the plaque using a calibrated spectroradiometer. The first light source used was a high intensity blue LED (Osram OSTAR Projection LE B Q8WP) having typical peak emission at 455 nm. A second high intensity green LED (Osram OSLOON LT CP7P) having typical peak emission at 521 nm was also used.

Analysis began with the spectral irradiance $E_\lambda$ from the Osram LED on the plaque as illustrated in Fig. 5. This was measured with a calibrated B&W Tek SpectraRad spectral irradiance meter and verified with an ASD Inc. FieldSpec 3 spectroradiometer with a Spectralon white reference panel. All spectral radiant fluxes here are in photons per second per wavelength interval. There is a wavelength-dependent fresnel reflection providing a transmittance of $T_r(\lambda) = 1 - \rho_r(\lambda)$ into the plaque. The plaque was assumed to have no internal scattering and the downward (as in Fig. 5) LED excitation photon irradiance within the bulk of the plaque would then decline
exponentially as
\[ E_\lambda^1(z) = E_A T_F(\lambda) \exp[-a_0(\lambda)z], \tag{23} \]

where the z-coordinate is zero at the entrance surface of the plaque. Upon reaching the second face of the plaque, there is another fresnel reflection back into the plaque having upward irradiance
\[ E_{F,A}^\uparrow(\lambda) = E_\lambda^1(t) \rho_F(\lambda) \exp[-a_0(\lambda)(t-z)], \tag{24} \]

where \( t \) is the thickness of the plaque. The remaining excitation radiation exits from the plaque and is lost. If further internal fresnel reflections are neglected, the total LED excitation scalar irradiance within the plaque is
\[ E_\lambda(z) = E_\lambda^1(z) + E_{F,A}^\uparrow(z). \tag{25} \]

Consider a cubical volume element within the plaque having sides of length \( \Delta x \). The total spectral photon flux entering the volume element is \( E_\lambda(z) \Delta x^2 \), and the absorbed flux is \( E_\lambda(z) \Delta x^2(1 - \exp[-a_0(\lambda)\Delta x]) \). For small \( \Delta x \), the absorbance can be approximated as \( a_0(\lambda)\Delta x \) giving the incremental absorbed spectral photon flux (note the use of symbol \( \Phi \) for optical flux) at coordinate \( z \) as
\[ \Delta \Phi_\lambda(z) = E_\lambda(z) a_0(\lambda) \Delta x^3 \tag{26} \]

and the total number of absorbed photons per second over the specific band-limited spectrum expressed by \( E_\lambda \) between \( \lambda_1 \) and \( \lambda_2 \) is
\[ \Delta \Phi(z) = \int_{\lambda_1}^{\lambda_2} E_\lambda(z) a_0(\lambda) d\lambda \Delta x^3. \tag{27} \]

The limits of integration are dictated by the spectral limits of the stimulating Osram LED emission. The total emitted photon flux from the elemental volume is the product of the absorbed flux and the FQY calculated as
\[ \Delta \Phi'(z) = \Phi_0 \int_{\lambda_1}^{\lambda_2} E_\lambda(z) a_0(\lambda) d\lambda \Delta x^3 \tag{28} \]

where \( \Phi_0 \) is the FQY of the acrylic plaque material. It was assumed that the emitted fluorescent flux is isotropic over \( 4\pi \) steradian, so the gain in emitted photon radiance per unit length in the limit as \( \Delta x \to 0 \) is
\[ L_\star(z) = \frac{1}{4\pi} \Phi_0 \int_{\lambda_1}^{\lambda_2} E_\lambda(z) a_0(\lambda) d\lambda. \tag{29} \]

The photon emission spectrum of the acrylic plaque material (Perspex 4T56) is shown in Fig. 2.

The photon path radiance within the plaque, for modest internal incidence angles \( \varphi \) from the \( z \)-axis is (since the incremental path length in direction \( \varphi \) is \( dz \sec \varphi \))
\[ L_p = \sec \varphi \int_0^t L_\star(z) dz. \tag{30} \]

The radiance that emerges from the plaque, \( L \) is scaled down by the square of the refractive index, \( n \) in the emission spectral region and subject to a last fresnel reflection loss, transmitting
The FQY measurement for the acrylic fluorescent plaque was performed by relating the emergent emitted radiance $L$ to the FQY of the material and the incident excitation irradiance $E_\lambda$.

$$T_F' = 1 - \rho_F'.$$ However, there are additional internal reflections which contribute to the emergent radiance so that

$$L = \frac{T_F'}{n^2} L_p (1 + \rho_F' + (\rho_F')^2 + (\rho_F')^3 + \ldots)$$

$$= \frac{T_F'}{n^2} L_p \frac{1}{1 - \rho_F'}$$

$$= \frac{1}{n^2} L_p.$$

Substituting $L_\phi(z)$ from Eq. (29) together with Eq. (30) and Eq. (31) provides

$$L = \frac{\Phi_0}{4\pi n^2} \sec \varphi \int_0^t \int_{A_1}^{A_2} E_\lambda(z) a_0(z) d\lambda dz.$$  \hspace{1cm} (32)

The emergent photon radiance $L$ was measured using the ASD Inc. FieldSpec 3 spectroradiometer. Hence, besides $\Phi_0$, all variables in Eq. (32) are known or measured and the value of $\Phi_0$ follows. Using this method, the FQY of the fluorescent acrylic plaque (Perspex 4T56) was determined to be 0.50 for the blue LED and 0.54 for the green LED. An average value of $\Phi_0 = 0.52$ was used.

It is possible that there are multiple fluorophores in this acrylic material, which could make the FQY dependent on wavelength, but the blue/green discrepancy could also be due to measurement error.

3. Calibration results and discussion

3.1. Method comparison

The field-station FQY result presented in Section 4 computed from the three calibrations shows that the calibration using ATTO490LS typically produced the lowest estimates, with the distance/plaque calibration intermediate and the ATTO655 calibration producing the highest estimates, especially in the 570 and 590 nm channels.

Due to the large Stokes shift, the ATTO490LS calibration is thought to be more reliable. It is also more consistent with the distance/plaque calibration. While the acrylic plaque and the ATTO490LS dye solutions are essentially transparent in the MFL detection spectral region,
ATTO655 still has substantial absorption in the 640 to 700 nm region, which will inhibit response signal in the calibration scenario and cause artificially elevated FQY estimates in field application. This provides an argument that the calibration fluorophores should exhibit low absorption in the MFL detection spectral range, a condition not satisfied by ATTO655.

3.2. Calibration uncertainty

A full uncertainty assessment for both types of calibration is yet to be undertaken. Uncertainty in the quantum yield of the reference dyes and acrylic plaque feed directly into field sample FQY uncertainty. Besides other direct inputs to the calibration, a number of other factors could contribute to the uncertainty. The acrylic plaque has both large optical depth and strong variation of absorption coefficient with wavelength. This raises the possibility that there is significant failure of Beer’s Law for quasi-monochromatic sources such as the LEDs in the MFL. This is most relevant when the acrylic plaque is placed particularly close to the MFL. This is a potential contributor to the discrepancies in results for the 570 and 590 nm channels of the MFL.

3.2.1. Scattering

Both forms of calibration described above are potentially compromised if used on samples having high optical attenuation, or with substantial scattering. The distance-dependent calibration method may be better suited to samples of higher attenuation or significant scattering. If the total spectral attenuation coefficient of the field sample is known, it could be used instead of absorption in Eq. (20). Adopting this approach would be equivalent to assuming that scattered photons are lost. Elevated values in the MFL backscatter channel at 880 nm could be used to flag samples with higher scattering.

4. Application example

The application of the two calibration methods to in situ oceanic data is presented in Fig. 6. The sample was collected from the Southern Ocean during the South African National Antarctic Expedition (SANAE 53) research cruise, onboard the R.V. S.A. Agulhas II, during the austral summer of 2013/2014. The MFL was continually exposed to surface water from the ship’s underway seawater supply, as part of an onboard optics suite. Data were continuously recorded for 10 sec every 1 min, and averaged for 20 min over the time of the station. The corresponding total particulate absorbance was measured spectrophotometrically (Shimadzu UV-2501 PC, ISR-2200 internal integrating sphere), as per the quantitative filterpad method [21]. The non-algal particulate absorbance was measured [22], and absorption coefficients were determined [23]. The non-algal absorption was removed from the total particulate absorption to yield the phytoplankton-specific absorption $a^\star_j$.

The two different calibration methods show similarity, notably the ATTO490LS dye and the distance calibration, providing some evidence that the calibration procedure is robust. The relationship between calibration methods for 168 stations proved consistent (data not shown). The FQY describes the ratio of light fluoresced from PSII to that absorbed by both photosynthetic and non-photosynthetic pigments within the cell. The derivation of this apparent FQY for phytoplankton in their natural environment exploits the variable nature of phytoplankton-specific absorption and PS II fluorescence to potentially provide insight to the surrounding environment. Nutrient availability [14], light conditions [12] and taxonomy [11] all have a profound influence on the FQY of chl-a. Complementary nutrient, photophysiological, pigment and size data exists for all stations sampled on the SANAE53 cruise, however, interpretation of FQY variability is beyond the scope of this paper. These calibrations are designed to serve as a reproducible platform for the optical manipulation of similar instruments. The unique aspect of wavelength-specific FQYs provides insight into the dynamics of individual phytoplankton species, their photosynthetic efficiencies and thus their respective contributions to carbon export in our changing climate.
Fig. 6. Apparent FQY for \textit{in situ} measurements. The error bars indicate the standard deviation of the field measurements, which would include all temporal variability of the sample as well as instrument noise.

5. Conclusion

A multi-excitation fluorometer has been calibrated for apparent fluorescence quantum yield using two methods and a number of fluorescent reference materials. The first method of calibration utilised fluorescent dye solutions of known FQY and the second made use of fluorescent plastic plaques and films. These methods are thought to be valid in the regime of low sample attenuation (absorption plus scattering), where the plaque method may be more applicable in higher attenuation situations. The derived FQY results from field measurements in the Southern Ocean are encouraging and largely consistent across calibration methods and materials. The inherent uncertainty of these methods and results is still to be quantified.

An instrument-type comparison would allow for development of a standardized calibration protocol for utilising multi-excitation fluorometers in FQY derivation. This improved instrument functionality will expand on the range of measurements captured by a single instrument. The thermostable MFL can be used to make individual acquisitions or record continuously over entire transects, allowing for routine measurements of FQY, concomitantly with species composition. The more field observations recorded, the more we can improve existing ocean colour FQY algorithms, allowing for continuous monitoring of phytoplankton dynamics in the global oceans.
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