Abstract— Glaucoma has been attributed to be the leading cause of blindness in the world second only to diabetic retinopathy. About 66.8 million people in the world have glaucoma and about 6.7 million are suffering from blindness as a result of glaucoma. A cause of glaucoma is the enlargement of the optic cup such that it occupies the optic disc area. Hence, the estimation of optic Cup to Disc ratio (CDR) is a valuable tool in diagnosing glaucoma. The CDR can be obtained by segmenting the optic cup and optic disc from the fundus image. In this work, an improved U-net Convolutional Neural Network (CNN) architecture was used to segment the optic disc and the optic cup from the fundus image. The dataset used was obtained from the DRISHTI-GS database and the RIM-ONE v.3. The proposed pipeline and architecture outperforms existing techniques on Optic Disc (OD) and Optic Cup (OC) segmentation on the Dice-score metric and prediction time.
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I. INTRODUCTION

Glaucoma is a leading cause of blindness and often comes with no obvious symptoms. This has led to partial or complete loss of sight in its victims. Early detection is the only way to impede the effect of Glaucoma. Detection is usually carried out using the Cup-to-Disc-Ratio (CDR) measurement of the fundus. Though other field tests are also carried out to complement the CDR test. The segmentation of the optic cup and disc is usually carried out manually by trained professionals. The exercise is a tedious one influenced by emotional instability and fatigue [1]. The CDR for a non-glaucomatous fundus is expected to be less than 0.5 and greater than 0.5 for a glaucomatous fundus [2]. There have been several methods used to measure the CDR. The most common pipeline consist of (i) image pre-processing, (ii) Region of Interest (ROI) determination, (iii) optic-disc (OD) localization and finally optic-cup (OC) localization. This is the pipeline employed by [3-8] with little variations in the pipeline across the authors. The approach is computationally intensive when used on large batches of fundus since several iterations would be carried out on the fundus images. Furthermore, the accuracy of the pipeline depends greatly on the fundus image pixel intensity which varies across database or source of fundus image.

In this work, we present a model architecture that involves the use of CNN to segment the OD and OC. The dimensions of the segmented OC and OD can then be read off for the determination of absence or presence of glaucoma. The contributions of this research include a modified U-net architecture which has much less number of parameters than the known U-net, a segmentation pipeline that result to a high dice score for OC and OD segmentation and a segmentation pipeline with a very low prediction time making the model suitable for batch prediction.

The rest of this paper is organized as follows: section II discusses the related work, section III discusses the proposed approach of the experiment, section IV presents the results of the experiment and the last section presents the conclusion.

II. RELATED WORK

Recent development in computer image recognition introduced the use of deep learning architectures and efficient algorithm for image segmentation. Convolutional Neural Network (CNN) [9] built on VGG-16 architecture [10] using transfer learning technique was proposed by Maninis [11] to segment OD and OC from fundus. The proposed method achieved a good dice score. OC segmentation is a more tedious task, this was done by Zilly et al. [7] using CNN with boosting, filtering of entropy [12], normalization of contrast and patches standardization. Zilly et al. also employed the use of AdaBoost algorithm [13] to train the filters. The proposed architecture was tested on the DRISHTI-GS database [14] and the RIM-ONE database [15] and a very high dice and Intersection-over-Union (IoU) score (both score metrics will be explained in section III) was achieved.

Built upon what was done in [7], Buhmann et al. [16] proposed a new technique which does not demand that the fundus image be cropped by the disc locations before it can segment OC location. Also, An entropy sampling technique to pick points with important information on the fundus image was proposed; a process that reduces computational complexity. A higher dice-score than [7] but a lower IoU score was achieved.

III. PROPOSED EXPERIMENTAL APPROACH

The approach proposed in this work is based on deep learning methods for segmenting the OC and the OD from the fundus image. This approach is proposed because of the proven excellent performance of CNN in image recognition task, its’ simple framework, its’ ability to generalize well with good accuracy and its’ good performance on large batch–size predictions.

Fig.1 shows the OC and OD segmentation proposed pipeline. For the OC segmentation, the fundus images are cropped by the OD location (obtained from OD segmentation process). This is done so as to make the OC boundary more pronounced and detailed. The cropped images are scaled down using spline interpolation of the binomial order and resized to 128 x 128. The resizing is done to improve on the
training speed and also allow for more images per batch while training. Before feeding the images into the CNN, the contrast of the images is further improved by stretching out the most occurring intensity value in the images. This process improves the training process and allows model to learn better. The scikit-image histogram-equalization is used for this process. For the OD segmentation, the same process for the OC segmentation is followed except for the cropping process as indicated by the red jumper arrow. The proposed approach is further described by the following algorithm.

Step 1: RGB images cropping by the OD locations. This process is necessary for only OC segmentation and not OD segmentation.

Step 2: Spline interpolation application to the RGB images using the binomial order and nearest mode of filling.

Step 3: Resizing the images to a 128X128 shape.

Step 4: Applying histogram equalization to training images.

Step 5: Images re-scaling. All values of images are set to be between 1 and 0. x = x/255.

Step 6: Training the designed CNN model with the scaled images.

The CNN architecture proposed is a modification and improvement on the U-Net [17] using Keras framework and tensor flow backend. U-Net has proven to perform well on OC and OD segmentation tasks having better results than sliding-window models. The CNN architecture proposed in this paper is shown in Fig. 2. The proposed architecture has more convolutional layers but the same size of filters (i.e. 3x3) in all layers except the output layer which has a filter size of 1x1. The proposed architecture has much less number of parameters than the earliest U-Net. Our experiment revealed that networks with large parameters over-fit quickly on the training data and therefore generalizes poorly for segmentation tasks. Batch-Normalization by Ioffe and Szeged [18] is used on each layer so as to bring the mean activation close to zero in all layers. Leaky version of the Rectified linear unit (ReLU) is used as the activation function \((f(x) = 0.018 * x\) for \(x < 0\), \(f(x) = x\) for \(x \geq 0\)) [19]. Leaky ReLU is used because it does not saturate and it makes the network to converge faster. The loss function used \((1)\) has the same value as the dice-score.

\[
C(X, Y) = -log f(X, Y) \quad (1)
\]

\[
f(X, Y) = \frac{2\sum_{i,j}x_iy_{ij}}{\sum_{i,j}x_{ij}^2 + \sum_{i,j}y_{ij}^2} \quad (2)
\]

where the probability that the pixels predicted is for the foreground is \(X = (x_{ij})\) and the given output is \(Y = (y_{ij})\), \(h, w\) are the height and width respectively.

\(C(X, Y)\) has the same value as the conventional dice-score in \((3)\). A similar metric to dice-score is the IoU score in \((4)\). The IoU \((4)\) is a metric used in segmentation task to quantify how much overlap exist between the target image and the predicted image. As shown in \((4)\), it measures the pixels common to both the target image and predicted image and divides the common pixel by the individual pixels in the target and the predicted image. Dice-score \((3)\) is very similar to IoU only that it gives more incentive to every correct pixel in the predicted image by multiplying the pixels in both the target and predicted images by a factor of 2.

\[
D(X, Y) = \frac{2|X \cap Y|}{|X| + |Y|} \quad (3)
\]

\[
I(X, Y) = \frac{|X \cap Y|}{|X \cup Y|} \quad (4)
\]

The optimization of the model is done using the Stochastic Gradient Descent (SGD) with a momentum of 0.90 with nesterov for the OC segmentation and OD segmentation process. SGD is used because it gives a better result when compared to other optimizers.

![Fig.1 Proposed Pipeline for OC and OD segmentation](image)

IV. EXPERIMENT RESULTS

The CNN is trained for 250 epochs for the OC and OD segmentation. The OC segmentation pipeline is trained and tested on the DRISHTI-GS and RIM-ONE v.3 database. Both database have 50 and 159 fundus images respectively. For training the CNN, 35 and 127 fundus images are used from
the DRISHTI-GS and RIM-ONE v.3 database respectively and the model is tested with 15 and 32 fundus images from the DRISHTI-GS and RIM-ONE v.3 database respectively. For OD segmentation only the RIM-ONE v.3 database is used.

The model is trained using Kaggle’s 2 CPU cores, 14 GB RAM, 1 NVIDIA Tesla K80 GPU. A batch size of 8 and image size of 128 by 128 is used.

We compare our results with that of Artem [20], Zilly1 [16] and Zilly2 [7] and Maninis[11] using the dice-score in (3) and IoU score in (4) as our assessment. The results are presented in table I, II and III. Prediction time for our model is given by Kaggle’s 2 CPU cores, 14 GB RAM, 1 NVIDIA Tesla K80 GPU. For Artem [20], it is given by Amazon Web services g2x2 large instance, 1 NVIDIA GRID GPU and a 2.66 GHZ quad-core CPU for Zilly [16]. For Artem [20], it is given by Amazon Web services g2x2 large instance, 1 NVIDIA GRID GPU and a 2.66 GHZ quad-core CPU for Zilly [16].

**Fig. 3 and Fig. 4** show the predicted outputs of the proposed model and compares the best performance of the model with the worst performance of the model from the DRISHTI database for OC segmentation processes.

**Fig. 4:** Worst OC segmentation (a) Input image. (b) Predicted OC segmentation. (c) Correct OC segmentation.

**TABLE I.** OPTIC CUP (OC) SEGMENTATION RESULTS FROM DIFFERENT METHODS

<table>
<thead>
<tr>
<th>Method</th>
<th>IoU score</th>
<th>Dice Score</th>
<th>Prediction time(s)</th>
<th>Number of parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proposed</td>
<td>0.79</td>
<td>0.95</td>
<td>0.026</td>
<td>6.8 x 10^5</td>
</tr>
<tr>
<td>Artem</td>
<td>0.69</td>
<td>0.82</td>
<td>0.06</td>
<td>6.6 x 10^5</td>
</tr>
<tr>
<td>Zilly1</td>
<td>0.80</td>
<td>0.82</td>
<td>5.3</td>
<td>1890</td>
</tr>
<tr>
<td>Zilly2</td>
<td>0.86</td>
<td>0.83</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

**TABLE II.** OPTIC CUP (OC) SEGMENTATION RESULTS FROM DIFFERENT METHODS

<table>
<thead>
<tr>
<th>Method</th>
<th>IoU score</th>
<th>Dice Score</th>
<th>Prediction time(s)</th>
<th>Number of parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proposed</td>
<td>0.76</td>
<td>0.89</td>
<td>0.026</td>
<td>6.8 x 10^5</td>
</tr>
<tr>
<td>Artem</td>
<td>0.69</td>
<td>0.82</td>
<td>0.06</td>
<td>6.6 x 10^5</td>
</tr>
<tr>
<td>Zilly1</td>
<td>0.80</td>
<td>0.82</td>
<td>5.3</td>
<td>1890</td>
</tr>
</tbody>
</table>

In Fig. 3 (b), the predicted image has an IoU score of 0.87 and a dice score of 0.98.

The worst performance is shown in Fig. 4. The predicted image (Fig.4 (b)) has an IoU score of 0.66 and a dice score of 0.94.

**TABLE III.** OPTIC DISC (OD) SEGMENTATION RESULTS FROM DIFFERENT METHODS

<table>
<thead>
<tr>
<th>Method</th>
<th>IoU score</th>
<th>Dice Score</th>
<th>Prediction time(s)</th>
<th>Number of parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proposed</td>
<td>0.88</td>
<td>0.96</td>
<td>0.033</td>
<td>6.8 x 10^5</td>
</tr>
<tr>
<td>Artem</td>
<td>0.89</td>
<td>0.95</td>
<td>0.1</td>
<td>6.6 x 10^5</td>
</tr>
<tr>
<td>Zilly1</td>
<td>0.89</td>
<td>0.94</td>
<td>5.3</td>
<td>1890</td>
</tr>
<tr>
<td>Maninis[11]</td>
<td>0.89</td>
<td>0.96</td>
<td>0.13</td>
<td>1.85 x 10^7</td>
</tr>
</tbody>
</table>

The worst performance is shown in Fig. 4. The predicted image (Fig.4 (b)) has an IoU score of 0.66 and a dice score of 0.94.

**Fig. 5 and Fig. 6** show the predicted OC outputs from the RIM-ONE v.3 database for the best case and worst case respectively.

**Fig. 5:** Best OC segmentation. (a) Input image. (b) Predicted OC segmentation. (c) Correct OC segmentation.

**Fig. 6:** Worst OC segmentation (a) Input image. (b) Predicted OC segmentation. (c) Correct OC segmentation.
The best performance as shown in Fig. 5 (b) has an IoU score of 0.99 and a dice score of 0.99 while the worst performance has shown in Fig. 6 (b) has an IoU score of 0.48 and a dice score of 0.67. The best performance as shown in Fig. 7 (b) has an IoU score of 0.95 and a dice score of 0.98 while the worst performance has shown in Fig. 8 (b) has an IoU score of 0.79 and a dice score of 0.90. The results of our experimental work show that our model performed better than others in the dice-score and with very little prediction time while having a comparative score in the IoU metric.

V. CONCLUSION

The proposed model pipeline achieved a very good performance for OC and OD segmentation as reflected by the IoU and dice scores. The proposed model can be used for batch predictions as well as online predictions. Hence, can be used on large number of fundus images and give results within short time. The OD segmentation was performed only on the RIM-ONE v3 database because the fundus images in the database have well defined OD boundary which is not so pronounced in fundus images from the DRISHTI database. However, fundus images from the RIM-ONE v3 database have difficult OC boundary lines thus causing OC segmentation process to have lower IoU and dice score when compared to scores from the DRISHTI database across all available models. The segmentation process for both OC and OD can be improved for a better IoU score.


