‘Data Poisoning’ – Achilles Heel of Cyber Threat Intelligence Systems
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“Know yourself, the terrain of the battlefield and the enemy, you need not fear the result of a hundred battles”
Sun Tzu.

Abstract: In the cyberspace, system defenders might have an idea of their own cybersecurity defense systems, but they surely have a partial view of the cyberspace battlefield and almost zero knowledge of the attackers. Evidently, the arm’s race between defenders and attackers favors the attackers. The rise of fake news and ‘data poisoning’ attacks aimed at machine learning inspired cyber threat intelligence systems is the result of a new strategy adopted by attackers that adds complexity to an already complex and ever changing cyber threat landscape. The modus operandi and TTPs of attackers continue to change with increasing repercussions. Attackers are now exploiting a vulnerability in the data training process of AI and ML inspired cyber threat intelligence systems by injecting ‘poisoned data’ in training datasets to allow their malicious code to evade detection. The ‘poisoned’ corpus is specifically tailored and targeted to AI and ML cyber threat intelligence defense systems, especially those based on supervised and semi-supervised learning algorithms to make them misclassify malicious code as legitimate data.

This paper deals with the ‘data poisoning’ problem on different fronts. It starts by ensuring the completeness and standardization of the input datasets which, is vital to make accurate data-driven threat intelligence decisions. The input data itself is validated by using a mix of related indicators to determine its reliability. Based on the validation of input data sources, the authors make an assumption that the corpus is trustworthy and then add a security feature that prevents ‘data poisoning’ attacks. Based on these features, our model can be argued to provide a plausible solution to the ‘data poisoning’ problem of AI and ML inspired cyber threat intelligence systems. Our solution is based on working with trusted sources of input raw data. The dynamics of our solution changes completely if the input raw data comes with ‘poisoned data’ that mimic trusted data. This is one area that our future research will focus on.
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1. Introduction

The arm’s race between cyberspace attackers and defender continues. Attackers’ tools, tactics and procedures (TTPs) evolves so quickly that cyber defence, legislation and law enforcement lag behind. On the one hand, new technology developments like cloud computing, social media, big data, machine learning, internet of things and others are continually disrupting existing business models in a global scale. Hence, there is a mad rush to adopt new business models that open up new risks. It is no coincidence that today’s cyber threat landscape reflects that the attackers are gaining more grounds than the defenders. For example, attackers are very quick to adopt the latest technologies like artificial intelligence (AI) and machine learning (ML) to detect and exploit defence systems’ vulnerabilities and, evade detection (Fortinet, 2018). Giles (2018) asserts that attackers are using AI and ML to analyse features of cyber threat intelligence systems on how they flag malware. They then remove or conceal through encryption the code snippet from their malware that could raise the red flags so that the classification algorithms cannot catch it.

The gap between attackers and defenders seems to be widening even more. This is no coincidence as today’s cyber attackers are well funded and organized; they have vast resources at their disposal; operates in a well-structured, coordinated and highly incentivized underground economy (Anstee, 2017; Dara, Zarga and Muralidhara, 2018). Today’s cyber attackers are patient and do their nefarious
dreds with sophistication and targeting vulnerabilities in people, process and technology right across the globe with no respect for national boundaries. Attackers are now deploying advanced malware that leverages on cutting edge technology to not only circumvent advanced security defences but also to widen their scope and scale of their attacks (Fortinet, 2018). A glimpse to the near future could see attackers using autonomous and self-learning malware with catastrophic implications.

The anonymity or plausible deniability of cyber threats adds to the already complex threat landscape (Lundbohm, 2017). Hence, some experts argue that ballistic missiles have return addresses; yet cyber threats often emanate behind a veil of Internet anonymity that hides details of the attackers (Geer et al. 2014). This anonymity is one of the biggest challenges of deterring any defence mechanism against or retaliating to cyber threats. Hence, the difficulty to determine who exactly is behind today’s cyber threats. This considerably challenges the field of cyberspace and has raised the intractable issue of cybersecurity attribution. It must be noted that not knowing the enemy is one way to lose a battle (Lundbohm, 2017). Geers (2011) projects Tzu’s theory onto the cyberspace battlefield and asserts that defenders who know their defence systems, the terrain of the cyberspace battlefield and cybercriminals and their modus operandi have no reason to fear the result of a hundred cyberspace battles. However, it is also argued therein that defenders who know their defence systems and the cyberspace battlefield’s terrain but not their enemy, for every victory gained, they also suffer a defeat. This means that all efforts to understand the battlefield and own defence systems cannot guarantee victory without an effort to understand the tactics of the adversary. It is also argued that defenders who know neither their enemy nor their defence systems nor the terrain of the battlefield, will always succumb in every battle that they engage in (Geer, 2011). Today’s threat landscape reflects that cybersecurity defenders might know something about their defence systems, but they have a partial view of the cyberspace battlefield and have almost zero knowledge of the attackers and their modus operandi.

Furthermore, a reactive approach to defending systems also adds to the already complex threat landscape. Most organisations only act after a breach has already occurred. In the ever changing cyber threat landscape of rapid zero-days, advanced persistent threats (APTs), botnets, ransomware and state-sponsored espionage activities; a secure company today would be vulnerable by tomorrow. For example, a secured US election before the 2016 November became untrustworthy in January 2017. Hence, and as demonstrated in the recent US elections; a reactive approach to defence is totally insufficient to address today’s ever changing threats of fake news and ‘data poisoning’ (Steinhardt, Koh and Liang, 2017).

This paper deals with the challenging issue of ‘data poisoning’ in cyber threat intelligence systems. Given the increasing use of predictive cybersecurity analytics and cyber threat intelligence platforms which gives system defenders a capability to somehow anticipate signatures of new malware this is inevitable. Attackers have since realised that new malware gets detected at first appearance by AI and ML inspired malware classifiers and detectors in current cyber threat intelligence systems. Hence, instead of concentrating their efforts on developing new malware, they are now investing their resources into finding ways to breach AI and ML inspired cyber threat intelligence defences.

Therefore, the main research question of this paper is, how can we solve the ‘data poisoning’ issue to fully leverage on a cyber threat intelligence to defend systems and respond better to the sophisticated and ever changing cyber threats? This paper argues that there is a huge need for proactive defence efforts that make use of cyber threat intelligence systems. This is to help organizations build a better situational awareness, recommend resilient cyber security controls, and learn from breaches in order
to adapt and re-shape existing controls to improve cyber threat detection and system resilience. Most existing cyber threat intelligence (CTI) systems are leveraging on the current data-driven economy to collect and collate massive cyber threat data from different source feeds. Attackers on the other hand have since realized an opportunity to ‘poison’ cyber threat data sources to try and circumvent detection systems. ‘Data poisoning’ attacks leverages on the many data sources with massive corpus which make it almost impossible to validate and curate the data (Paudice et al., 2018). Hence, it is important that our solution make plausible means to validate, curate and secure input data to prevent ‘data poisoning’.

The rest of the paper is structured as follows: section two delves into the related work. This is to elucidate on existing literature and show exactly how our work goes beyond the current-state-of-the-art to provide a solid contribution. Section three presents and discusses the proposed cyber threat intelligence and exchange platform (CTIEP) data pipelining model. This is presented with a specific focus on the collection, cleansing, validation, security and presentation of the collected cyber threat data. Section four discusses some of the preliminary results of our model. Section five concludes the paper and provides some information on future work.

2. Related work
Cyber threat intelligence systems are critical for organizations to achieve a strong security posture (Ponemon Institute, 2017; James, 2018). A cyber threat intelligence system is an area of cybersecurity that focuses on the collection, processing and analysis of information about potential attacks that threatens the safety of organizational information assets. A robust cyber threat intelligence system can provide highly technical metrics, countermeasures and corrective actions (Ernst & Young Global Limited, 2016). This can help organizations to get ahead of cyber criminals.

Hence, there is a rush to gather real-time cyber threat data (Tounsi and Rais, 2017). The goal is to use AI and ML algorithms in cyber threat intelligence platforms to transform threat data into actionable intelligence to help thwart cyber-attacks. This has also caused attackers to focus on targeting data-driven cyber threat intelligence systems. This section is divided into three: section 2.1 discusses related work with regards to AI and ML inspired cyber threat intelligence and section 2.2 reviews literature of data poisoning threats that target AI and ML inspired cyber threat intelligence. Section 2.3 identifies some research gaps.

2.1 AI and ML inspired Cyber Threat Intelligence
Giles (218) argues that a number of companies are now using AI and ML in their cyber threat intelligence systems to help automate and improve threat detection. However, most of the current solutions equipped with AI and ML algorithms somehow create a false sense of security (Giles, 2018). For example, some of the existing solutions are based on supervised learning algorithms (van der Walt, Eloff and Grobler, 2018) that classify code as either clean (trustworthy) or malicious (deceptive) based upon known signatures or patterns. Therefore, all that it takes for an attacker to foil such systems is to access the training data and tag malware as clean code. Such a scenario is possible, mainly because existing systems are concerned about the analysis of the data and have turned a blind eye to its protection. Giles (2018) also argues that at times attackers do not even have to corrupt the training data sets, but alter the underlying algorithms that process the data. Giles (2018) argues that AI and ML might be a new in cybersecurity, yet on the contrary it could be a dangerous weapon for attackers.
Knight (2017) argues that some existing threat intelligence systems are built based on ‘black box’ type deep learning algorithms. This is to try and solve the problems of supervised learning algorithms. However, with deep learning algorithms and the multiple layers in a neural network, it means that there is no way to know how system’ algorithms do their classification of threats in the different levels of abstraction. This is a big cause for concern because it is not completely clear how the algorithms make their decisions. Hence, Knight (2017) argues that ‘black box’ deep learning algorithms must be understandable to their creators and accountable to their users.

Treit, Stewart and Parikh (2018) investigated attackers attempting to defeat AI and ML algorithms in the next-generation anti-virus Windows Defender. Treit et al. (2018) leverage on the power of AI and ML to enable Windows Defender Advanced Threat Protection by using a nested and layered ML approach to stop the next generation type of malware from avoiding detection. The layered approach ensures that even if malware can circumvent one layer, it can still be detected by the other layers. Within each layer, there is a number of individual ML models trained to recognize new and emerging threats. Treit et al. (2018) argues that their solution provides a robust multi-faceted view of new generation of threats that no single algorithm can achieve. The solution therein also uses stacked ensemble models that take predictions from the base classifiers of ML models and combine them to create even stronger malware predictions.

Dara et al. (2018) argues that current cyber threat intelligence services violate and compromise the privacy of users. This work claims that existing privacy preserving approaches use anonymization of data. However, such approaches are prone to suffer from inferential attacks. An inferential attack analyses data to illegitimately gain confidential information about a subject in an unauthorized manner. Dara et al. (2018) then proposes an architecture for privacy preserving threat intelligence. This is based on private information retrieval using keywords and similar document retrieval that searches and retrieves data without revealing any private information about the user or document. At a glance, this looks like a credible solution. However, the proposed solution therein (Dara et al., 2018) defeats accountability and further complicates an already complex issue of cyber attribution.

Chiba et al. (2018) proposed a solution called DomainChroma - a solution based on chromatography that is used to separate a mixture into its individual components. Chiba et al. (2018) considers a pool of malicious domain names which may be involved in drive-by downloads, malware download, phishing, key-logger command and control types of cyberattacks; and uses their DomainChroma to classify them according to their characteristics in order to build actionable threat intelligence. However, this work does not make any mention of how they validate the data or the source thereof. Moreover, there is no mention of how the data is protected. Validation of sources and their data is key to make insightful decisions. Data protection is required to ensure that malicious entities cannot tamper with the training and test data.

2.2. ‘Data Poisoning’ in data driven Cyber Threat Intelligence

Van der Walt et al. (2018) make use on ML algorithms to detect deceptive identities on social media platforms. Although, this work is not based on cyber threat intelligence systems, it somehow makes a plausible effort to address one of the most intractable problems in cyber security i.e. accurate cyber attribution. However, it also does not tackle the serious issue of ‘data poisoning’.
Biggio et al. (2013) argues that clustering algorithms that are now being used in AI and ML inspired cyber threat intelligence for solving cybersecurity threats were not designed to deal with deliberate attacks that attempt to subvert the clustering process. Contrary to the above covered literature, this work (Biggio et al., 2013) demonstrates that it is indeed possible for an attacker to significantly poison the clustering process by adding a small percentage of attack samples to the input data. Furthermore, Baggio et al. (2013) also argues that an attacker may use obfuscated attack samples in existing clusters to prevent clustering algorithms from detecting their malicious code. This has raised serious concerns around the integrity of AI and ML datasets and clustering algorithms thereof. Defending against such poisoning attacks is challenging (Jagielski et al., 2018). Baggio et al. (2013) is focused on raising the concerns not necessarily on the solution. However, this work asserts that cyber threat intelligence systems must adopt cybersecurity countermeasure that embrace the secure by design principle to effectively thwart ‘data poisoning’ attacks (Biggio et al., 2013).

Therefore, there is a growing pool of research that attempts to address the issue of ‘data poisoning’ attacks in cyber threat intelligence systems (Jagielski et al., 2018; Khurana, Mittal and Joshi, 2018; Paudice et al., 2018; Roli, Biggio and Fumera, 2016). This is an indication that research in this area is intensifying. Jagielski et al. (2018) recognize the difficulty of identifying and separating ‘poisoned data’ samples from the legitimate corpus. Instead they choose to model their solution based on a small sample of training data, choosing only the points that are ‘close’ to legitimate points. Moreover, this work also made some interesting discoveries on the potential impact of ‘data poisoning’ in healthcare applications. For example, this study shows the effects that a small sample of ‘poisoned data’ points can have on the dosage of patients. The results therein show that patient dosage can increase to an estimate of 350% (Jagielski et al., 2018). This basically mean that if patient health data is ‘poisoned’, patients would be made to take more than required drugs. This can potentially cause drug overdose and result in deaths.

Khurana et al. (2018) proposes a reputation based system. The proposed system scores the input data based on a number of factors that determines the credibility of the source. This is also based on supervised learning algorithms which basically mean that is suffers the same fate as other supervised learning algorithms, i.e. garbage-in, garbage-out. An attack to the clustering algorithms would reverse the results to make sources that are classified ‘not credible’ to be credible. However, the reputation scoring is one element that the current paper would also want to leverage on.

Rubinstein et al. (2009) is one of the earliest works that use anomaly detectors to detect ‘poisoned data’ from legitimate corpus. This work shows at least three ways that an attacker could use to evade detection by carefully adding moderate ‘poisoned data’ at different intervals. Though, this approach is argued not to be worth it therein, but it performs well to throw off false-positives and negative-positive balance and hamper the efficacy of the detector (Rubinstein et al., 2009). The ANTIDOTE solution therein (Rubinstein et al. 2009) was designed to prevent ‘data poisoning’ attacks from shifting false-positives and false-negatives. Hence, the solution is argued to reject contaminated data. Much like all the other supervised learning systems, this too hinges on the correctness of the training data. Moreover, the inherent assumption in Rubinstein et al.’s work is that the legitimate corpus does not have contaminated data.

Paudice et al., (2018) focuses on detecting ‘poisoned data’ samples using an anomaly detection system. The assumption made by Paudice et al., (2018) is that attackers’ ‘poisoned data’ points are
quite different from the legitimate corpus. The claim therein is that this makes an attacker’s ‘poisoned data’ points easy to detect as outliers using distance-based anomaly detection systems (Paudice et al., 2018). Similar to the work of Jagielski et al. (2018), Paudice et al. also use a small fraction of trusted data points to train their model instead of the entire corpus. It is important to note that Paudice et al.’ and Jagielski et al.’s methods work best if the chosen small training data sample is trustworthy. Should the contrary be true, both propositions fail dismally and can even result in ‘poisoned’ outlier detectors. This would basically means that they will both work in reverse i.e. flagging malicious data as legitimate and legitimate data as malicious.

2.3 Summary of related work and gaps thereof

The covered related work reflects on the importance of AI and ML inspired cyber threat intelligence systems. However, the move to such promising systems has been hampered by the increasing threat of data poisoning which targets the training data of AL and ML clustering and classification algorithms with serious repercussions. For example, the covered literature shows that if unchecked data poisoning attacks could actually make models to classify malicious data as legitimate and legitimate as malicious. This is more so for supervised and semi-supervised classifiers. The ‘black-box’ approach of unsupervised classifiers raises trust issues because it is not so clear how the algorithms make their decisions in classifying data points. Hence, the rise of research that attempts to solve the serious ‘data poisoning’ issues of AI and ML based cyber threat intelligence systems. The covered literature has looked at a number of solutions such as training with a small subset of the entire corpus, using reputation-based classifiers etc. The former has huge implications if the selected data comprises mostly of ‘poisoned data’ which stands to poison even the data classifiers. The covered literature has also alluded to the difficulty of identifying ‘poisoned data’ from legitimate data. Most of the work seems to be concerned about the input data as it comes from the disparate sources. However, none of this work has touched on solutions that ensure the security of the corpus after it has been validated, cleansed and collated. This is one area that the current paper tackles to ensure that ‘poisoned data’ cannot be injected into the cleansed corpus. Furthermore, the covered literature does not reflect on ways of ensuring that it bases its detection on complete corpus. It seems that most of the covered literature uses just a sample of the data which raises questions around its representativeness to make generalized decisions.

The next section extends some of the related work section to propose a solution that would cover the issues raised.

3. The proposed model

The authors propose a CTIEP data pipelining model. This model is an attempt to prevent attackers from exploiting the vulnerability of ‘data poisoning’ in AI and ML inspired cyber threat intelligence system. This is an attempt to provide security by design approach that was first proposed in Biggio et al. (2013) and Roli, Biggio and Fumera (2016). The input raw data is received from multiple Internet sources that are indeed vulnerable to the ‘data poisoning’ attacks. In this paper the authors have decided to focus on addressing the cleansing, validation and normalization of the input raw data. This goes through a number of processes as depicted in figure 1.
3.1 Data Collection

Cyber threat data is collected from multiple vulnerable Internet sources in data objects. The authors used data objects to ensure that we collect all there is for completeness. Data objects also make it easy for our system to store the data in object oriented database. We have used sources like PhishTank, malware domain list, and other public domain lists. Though these sources may be trustworthy, they are definitely susceptible to the ‘data poisoning’ attacks. Currently for most of the data sources that are out there have no way to ascertain the integrity of the data. Yet, in the data-driven economy data is the life-blood of organizations that crunch it to produce allegedly critical business decisions. Hence, it is important to do a thorough exercise in cleansing the data to ensure that it does not contain contaminated data. However, as previous studies have shown, the exercise of identifying legitimate data from a contaminated data set is difficult. This paper also makes the assumption that the source data is not clean and requires careful cleansing before it can be accepted into our cyber threat intelligence system.

3.2 Data Cleansing and Standardization

Data cleansing of the corpus includes removing duplicate entries and null values. This exercise does not compromise the completeness and/or integrity of the data as obtained from the original source. However, the removal of duplicate entries ensures that there is only one record for each and every entry. This also helps in reducing the size of the corpus, more especially for storage purposes. The data also goes through a standardization process to ensure that all fields that are similar are categorised so. For example, synonyms are taken care of at this standardization process. After the standardization process, the corpus is then checked for reliability and validated.
3.3 Data Reliability and Validation

At this point the data is checked for reliability. The model builds on the bases of the work of Khurana et al. (2018) for this part. However, this model scans the Internet to see other solutions that consider the sources we have used and rate them in a scale of zero (referring to the one that is not used at all) to ten (referring to the one that is mostly used) based on the frequency of use. The sources of data are also checked if they are not ‘fly-by-night’ databases. This is important to ensure the reliability of the sources of threat data. The IP addresses and MAC addresses of the machines are checked for their reliability. However, this validation does not include checking for spoofing. But the validation includes checking the period such IP and MAC have been up and running, running trace-route to check if they are still in the same geographic area. This considers a public cloud storage. The validation is also done bearing in mind the DHCP protocol that changes IP addresses every time a machine is rebooted. Within this process, the model also starts the data pipelining process. The data pipelining process creates the necessary checks and balances for tracking if processes are running until completion. Should a process start and not finish, our solution flags it as an anomaly and sends the administrator an alert to let them know which process has not completed and at what point it was stopped. This is to ensure that analyses are done on complete data. This also makes it easy to trouble-shoot our solution in case of failure. Moreover, at this process the data is also enriched with other threat intelligence data from other systems. This is just to ensure that we make use other threat intelligence from other open sources systems. After enrichment, the corpus in data objects is then pushed to the security modules.

3.4 Data Security

Within this process, the cleansed, validated and standardized data objects are indexed and hashed for easy retrieval and integrity checks using SHA-1 hashing algorithm. This is the point where our model ensures that ‘poisoned data’ cannot be added to our corpus. At this point, the model does not allow anyone to insert any more data on the indexed and hashed objects. Should an attacker attempt to inject ‘poisoned data’ the hash value of the changed data object would reflect that the data has been changed. This action raises a flag and sends the administrator and alert. Once the data objects have been hashed and indexed, they are then encrypted with AES-124 for secure storage. The encryption is per data object as compared to the entire corpus. The security on the crypto comes with a performance cost in that each of the data object has to be individually decrypted before the data can be processed. The encryption process is not necessarily a problem because by the time the data is put into the database, there is not real-time requirement for it to be processed. So, the encryption is not necessarily time-bound as is the case with the decryption process. The decryption performance cost is balanced by the hash-based quick retrieval of data objects.

3.5 Data Storage

The hashed, indexed and encrypted data objects are stored in an encrypted database. This just adds another layer of security to prevent unauthorized access to the database. So an attacker would have to go through the database encryption before they can get to the encrypted data objects. So it takes to layers to get to the plain-text data. The system uses a need-to-know principle to restrict access to database. Hence, database access is restricted to the module of the system that does the processing and analysing of the data and the administrators only. This also has the pipelining feature to monitor incomplete processes and alert the administrators in case of incomplete processes.

The next section discusses the results of the first phase on the model.
4. Experimental Results
The combined raw data corpus from all sources comprised of 2,562,011 records. This eventually became 1,175,552 after the data cleansing process. About 46% of raw data is clean, which means that approximately 54% of the data was just noise. This is a great cause for concern for most of the cyber threat intelligence systems that ingest raw data without first cleansing and scrubbing it. The resultant 1,175,552 entries were stored in 344,064 data objects. This translates to about 3.4 records per data object. Figure 2 illustrates the indexed hash values of each data object. The hash value is contained in the 24-character string inside the brackets (“”). For example, the first entry (1) ObjectId (“58d2760c112a7020cc49e49f”) has 24 characters. For each of these data objects there are 14 entries from the source. This is depicted by curly {} which in this case shows {14 fields}. This indicates that from this particular source our solution was able to capture 14 unique fields for the corpus.

<table>
<thead>
<tr>
<th>Key</th>
<th>Value</th>
<th>Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1) ObjectId: “58d2760c112a7020cc49e49f”</td>
<td>14 fields</td>
<td>Document</td>
</tr>
<tr>
<td>(2) ObjectId: “58d2760c112a7020cc49e49f”</td>
<td>14 fields</td>
<td>Document</td>
</tr>
<tr>
<td>(3) ObjectId: “58d2760c112a7020cc49e49f”</td>
<td>14 fields</td>
<td>Document</td>
</tr>
<tr>
<td>(4) ObjectId: “58d2760c112a7020cc49e49f”</td>
<td>14 fields</td>
<td>Document</td>
</tr>
<tr>
<td>(5) ObjectId: “58d2760c112a7020cc49e49f”</td>
<td>14 fields</td>
<td>Document</td>
</tr>
<tr>
<td>(6) ObjectId: “58d2760c112a7020cc49e49f”</td>
<td>14 fields</td>
<td>Document</td>
</tr>
<tr>
<td>(7) ObjectId: “58d2760c112a7020cc49e49f”</td>
<td>14 fields</td>
<td>Document</td>
</tr>
<tr>
<td>(8) ObjectId: “58d2760c112a7020cc49e49f”</td>
<td>14 fields</td>
<td>Document</td>
</tr>
<tr>
<td>(9) ObjectId: “58d2760c112a7020cc49e49f”</td>
<td>14 fields</td>
<td>Document</td>
</tr>
<tr>
<td>(10) ObjectId: “58d2760c112a7020cc49e49f”</td>
<td>14 fields</td>
<td>Document</td>
</tr>
<tr>
<td>(11) ObjectId: “58d2760c112a7020cc49e49f”</td>
<td>14 fields</td>
<td>Document</td>
</tr>
<tr>
<td>(12) ObjectId: “58d2760c112a7020cc49e49f”</td>
<td>14 fields</td>
<td>Document</td>
</tr>
<tr>
<td>(13) ObjectId: “58d2760c112a7020cc49e49f”</td>
<td>14 fields</td>
<td>Document</td>
</tr>
<tr>
<td>(14) ObjectId: “58d2760c112a7020cc49e49f”</td>
<td>14 fields</td>
<td>Document</td>
</tr>
<tr>
<td>(15) ObjectId: “58d2760c112a7020cc49e49f”</td>
<td>14 fields</td>
<td>Document</td>
</tr>
<tr>
<td>(16) ObjectId: “58d2760c112a7020cc49e49f”</td>
<td>14 fields</td>
<td>Document</td>
</tr>
<tr>
<td>(17) ObjectId: “58d2760c112a7020cc49e49f”</td>
<td>14 fields</td>
<td>Document</td>
</tr>
<tr>
<td>(18) ObjectId: “58d2760c112a7020cc49e49f”</td>
<td>14 fields</td>
<td>Document</td>
</tr>
</tbody>
</table>

Figure 2: Indexed and hashed data objects in our database

The next screenshot show the type of data that was actually captured in the data objects from figure 2 and the fields thereof. Each of the sources came with a different number of fields that could be captured. It ranges from a source with only seven fields to those with 18 fields. The variety of data from the different sources motivated our choice of an object-oriented database system. This enabled us to store any data we received and this approach also allows portability in terms of adding more sources in future.

<table>
<thead>
<tr>
<th>field</th>
<th>value</th>
</tr>
</thead>
<tbody>
<tr>
<td>id</td>
<td>“58d2760c112a7020cc49e49f”</td>
</tr>
<tr>
<td>source_name</td>
<td>Public DNS Server Ltd.</td>
</tr>
<tr>
<td>domain</td>
<td>Google Public DNS-2002.com</td>
</tr>
<tr>
<td>date_time</td>
<td>2006-12-04T10:01:42Z</td>
</tr>
<tr>
<td>country</td>
<td>US</td>
</tr>
<tr>
<td>checked_at</td>
<td>2017-03-14T02:07:36Z</td>
</tr>
<tr>
<td>reliability</td>
<td>1.00</td>
</tr>
<tr>
<td>lat</td>
<td>37.335</td>
</tr>
<tr>
<td>city</td>
<td>Mountain View</td>
</tr>
<tr>
<td>domain</td>
<td>google-public-dns-a.google.com</td>
</tr>
<tr>
<td>lang</td>
<td>en</td>
</tr>
<tr>
<td>version</td>
<td>1.2.0.34</td>
</tr>
<tr>
<td>ip_address</td>
<td>8.8.8.8</td>
</tr>
<tr>
<td>http</td>
<td>Document</td>
</tr>
<tr>
<td>ip</td>
<td>8.8.8.8</td>
</tr>
</tbody>
</table>

Figure 3: The captured data inside each of the indexed and hashed data objects
As can be noted in figure 3, the data includes IP address, reliability score, a unique object ID, date of verification and others. The contents of each of the data objects vary depending on the data source. Figure 3 depicts the contents of each of the data object from the first object in figure 2. This way of capturing our data makes it very easy to identify ‘data poisoning’ attacks. However, this does not necessarily mean an attacker would not be able to poison our data. Instead, it means that, for attackers to do so, they would have to study each and every one of our data objects and then craft their ‘poisoned data’ to mimic ours. This is not an impossible thing to do for a determine attacker. But he or she would have to study the pre-processing algorithms. Figure 4 illustrates the preliminary results from the initial analysis of the data.

![Figure 4: The Top 10 IP Addresses to Lookout for](image)

This figure shows the top ten IP addresses that system and network administrators must look out for in their traffic analysis. It also shows some of the most popular phishing sites and the sources. A somehow, comprehensive screenshot is depicted in figure 5.

![Figure 5: Overview of the Threat Intelligence Dashboard](image)

The two quadrants on top show the geographical spread of phishing malware sources. This is a drill-down map the goes deep until the actual geo-coordinates and IP. It must be mentioned at this point that this work was done as a proof-of-concept. The next phase is to delve deep into a deep analysis to gain more insights from the data. More of our envisaged future work is covered in the next section.
5. Conclusion and Future Work
Attackers are now exploiting a vulnerability in the data training process of AI and ML inspired cyber threat intelligence systems to allow their malicious code to evade detection. On this premise, there is a growing number of research efforts that attempt to detect ‘data poisoning’ attacks. This paper among others has noted the difficulty of ‘data poisoning’ detection. Some researchers have since decided to use only a small fraction of their corpus to train their models with the hope that the small datasets would have minimal ‘poisoned data’. Evidently, the results of our data cleansing process also show that more than 50% of the sourced threat data is just noise. However, using a small fraction of the corpus for data training purposes has also been shown to exhibit a great risk which may have dire consequences. For example, if it so happens that the sampled small data set has to a larger extent ‘poisoned data’, this approach fails with serious implications to the underlying data classification algorithms.

This paper through its proposed model ensures the completeness and standardization of the data. These are both critical to make accurate decisions. The data itself is validated by using a mix of related indicators (i.e. benchmark with other cyber threat intelligence systems and the geo-location) to determine the reliability of the raw input data. The security feature of the model provides an added value that ensures that ‘poisoned data’ cannot be maliciously added on our system. Based on these features, our model can be argued to provide a plausible solution to the ‘data poisoning’ problem of AI and ML inspired cyber threat intelligence systems. However, our solution is based on working with trusted sources of input raw data. The dynamics of our solution change completely if the input raw data comes with ‘poisoned data’. This is one area that future research must focus on.

This paper has focused on the data collection, validation, cleansing, pipelining and security without really looking at the cyber threat intelligence exchange part. Future work goes beyond collection and security to include how our solution processes and analyzes the data and transform it to actionable cyber threat intelligence. It goes further to discuss how we envisage to build sustainable partnerships to exchange and share the cyber threat intelligence with other stakeholders. The fully-fledged system is also envisaged to make technical recommendations on the rules to add to firewalls and other network intrusion detection systems. Furthermore, it will analyze cyber threat patterns from existing data sources to perform predictive analytics to forecast future threats. The idea is to help anticipate future ‘data poisoning’ threats that try to evade detection systems.
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