Dedefeensible Modalities

Katarina Britz
Centre for Artificial Intelligence Research
CSIR Meraka Institute and UKZN, South Africa
arina.britz@meraka.org.za

Ivan Varzinczak
Centre for Artificial Intelligence Research
CSIR Meraka Institute and UKZN, South Africa
ivan.varzinczak@meraka.org.za

ABSTRACT
Nonmonotonic logics are usually characterized by the presence of some notion of 'conditional' that fails monotonicity. Research on nonmonotonic logics is therefore largely concerned with the defeasibility of argument forms and the associated normality (or abnormality) of its constituents. In contrast, defeasible modes of inference aim to formalize the defeasible aspects of modal notions such as actions, obligations and knowledge. In this work we enrich the standard possible worlds semantics with a preference ordering on worlds in Kripke models. The resulting family of modal logics allow for the elegant expression of defeasible modalities. We also propose a tableau calculus which is sound and complete with respect to our preferential semantics.
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1. INTRODUCTION AND MOTIVATION
Defeasible reasoning, as traditionally studied in the literature on nonmonotonic reasoning, has focused mostly on one aspect of defeasibility, namely that of argument forms. Such is the case in the approach by Kraus et al. [33, 35], known as the KLM approach, and related frameworks [5, 6, 7, 8, 10, 15, 20, 21]. For instance, in the KLM approach (propositional) defeasible consequence relations $\models$ with a preferential semantics are studied. In this setting, the meaning of a defeasible statement (or a 'conditional', as it is sometimes referred to) of the form $\alpha \models \beta$ is that "all normal $\alpha$-worlds are $\beta$-worlds", leaving it open for $\alpha$-worlds that are, in a sense, exceptional not to satisfy $\alpha$. With the theory that has been developed around this notion it becomes possible to cope with exceptionality when performing reasoning.

There are of course many other appealing and equally useful aspects of defeasibility besides that of arguments. These include notions such as typicality [4, 21], concerned with the most typical cases or situations (or even the most typical representatives of a class), and belief plausibility [2], which relates to the most plausible epistemic possibilities held by an agent, amongst others. It turns out that with KLM-style defeasible statements one cannot capture these aspects of defeasibility. This has to do partly with the syntactic restrictions imposed on $\models$, namely no nesting of conditionals, but, more fundamentally, it relates to where and how the notion of normality is used in such statements. Indeed, in a KLM defeasible statement $\alpha \models \beta$, the normality spotlight is somewhat put on $\alpha$, as though normality was a property of the premise and not of the conclusion. Whether the situations in which $\beta$ holds are normal or not plays no role in the reasoning that is carried out. In the original KLM framework, normality is also linked to the premise as a whole, rather than its constituents. Technically this meant one could not refer directly to normality of a sentence in the scope of logical operators. This limitation is overcome by taking a (modal) conditional approach à la Boutilier [5] — the resulting conditional logics are sufficiently general to allow for the expression of a number of different forms of defeasible reasoning. However, the emphasis remains on the defeasibility of arguments, or of conditionals.

In this paper we investigate a related, but incomparable, notion which we refer to as defeasible modes of inference [11]. These amount to defeasible versions of the traditional notions of actions, obligations, knowledge and beliefs, to name a few, as studied in modal logics. For instance, in an action context, one can say that normally the outcome of a given action $\alpha$ is $\beta$. However we may also want to state that the outcome of $\alpha$ is usually (or normally) $\beta$, which is different from the former statement. To see why, the first statement says that in the most normal worlds, the result of performing the action $\alpha$ is always $\alpha$, whereas in the second one it is in the most normal situations resulting from $\alpha$’s execution that $\alpha$ holds — regardless of whether the situation in which the claim is uttered is normal or not.

For a concrete example, assume one arrives at a dark room and wants to toggle the light switch. Exceptionally, the light will not turn on. This can be either because the light bulb is blown (the current situation is abnormal) or because an overcharge was caused while switching the light (the action behaves abnormally). In the former case, the normality of the situation, or state, before the action is assessed, whereas in the latter the relative normality of the situation is assessed against all possible outcomes. Here we are interested in the formalization of the latter type of statement, where it becomes important to shift the notion of normality from the premise of an inference to the effect of an action, and, importantly, use it in the scope of other logical constructors.

Our next example concerns obligations and weaker versions thereof. There is a subtle difference between stating
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that, from the perspective of any normal situation, rhino poaching ought to carry a minimum prison sentence of 10 years, and stating that, from any perspective, the minimum sentence for rhino poaching normally ought to be 10 years.

The shift in focus is again from normality of the present world, to relative normality amongst possible worlds. In the former statement, an abnormal present world would render the obligation unenforceable, whereas in the latter statement, the obligation is applicable in all relatively normal accessible worlds. We contend that the informal notion of ‘normal, reasonable obligations’ is more accurately modeled as defeasible modalities than as conditional statements.

Scenarios such as the ones depicted above require an ability to talk about the normality of effects of an action, relative normality of obligations, and so on. While existing modal treatments of preferential reasoning can express preferential semantics syntactically as modalities [5, 6, 20], they do not suffice to express defeasible modes of inference as described above. The ability to capture precisely these forms of defeasibility remains a fundamental challenge in the definition of a coherent theory of defeasible reasoning. At present we can formalize only the first type of statements above by, e.g. stating $\top \models \Box \alpha$ in Britz et al.’s extension of preferential reasoning to modal languages [8, 10]. (As we shall see later in the paper, both Boutilier’s [5] and Booth et al.’s [4] approaches also have to be enriched in order to capture the forms of defeasibility we are interested in here.)

In this paper we make the first steps towards filling this gap by introducing (non-standard) modal operators allowing us to talk about relative normality in accessible worlds. With our defeasible versions of modalities, we can make statements of the form “$\alpha$ holds in all of the relatively normal accessible worlds”, thereby capturing defeasibility of what is ‘expected’ in target worlds. This notion of defeasibility in a modality meets a variety of applications in Artificial Intelligence, ranging from reasoning about actions to deontic and epistemic reasoning. For instance, a defeasible-action operator allows us to make statements of the form $\boxtimes \alpha$, which we read as “$\alpha$ is a normal necessary effect of $\beta$” (i.e., necessary in the most normal of $\alpha$’s outcomes), and with defeasible-obligation operators one can state formulations such as $\boxtimes_2 \alpha$, read as “$\alpha$ is a normal obligation of agent $A$”.

These operators are defined within the context of a general preferential modal semantics obtained by enriching the standard possible worlds semantics with a preference order. The main difference between the approach we propose here and that of Boutilier [5] is in whether the underlying preference ordering alters the meaning of modalities or not. Boutilier’s conditional is defined directly from a preference order in a bi-modal language, but the meanings of any additional, independently axiomatized, modalities are not influenced by the preference order. Our defeasible modalities correspond to a modification of the other modalities using the preference relation. Also, in contrast with the plausibility models of Baltag and Smets [2], the preference order we consider here does not define an agent’s knowledge or beliefs. Rather, it is part of the semantics of the background ontology described by the theory or knowledge base at hand. As such, it informs the meaning of defeasible actions, which can fail in their outcome, or defeasible obligations, which may not hold in exceptional accessible worlds, in that it alters the classical semantics of these modalities. This allows for the definition of a family of modal logics in which defeasible modes of inference can be expressed, and which can be integrated with existing $\vdash$-based nonmonotonic modal logics [8, 10].

The remainder of the present paper is structured as follows: After setting up the notation and terminology that we shall follow in this paper (Section 2), we revisit Britz et al.’s preferential semantics for modal logic [8, 10] (Section 3) by proposing a simplified version thereof. In Section 4 we present a logic enriched with defeasible modalities allowing for the formalization of defeasible versions of modes of inference. In Section 5 we present a detailed example illustrating the application of our constructions in an action context. Following that, we define a tableau system for the corresponding logic that we show to be sound and complete with respect to our preferential semantics (Section 6). In Section 7 we assess $\models$-statements in our richer language. After a discussion of and comparison with related work (Section 8), we conclude with some comments and directions for further investigation. All the proofs of our results can be found in the Appendix.

## 2. MODAL LOGIC

We assume the reader is familiar with modal logic [14]. The purpose of this section is to make explicit the terminology and notation we shall use.

Here we work within a set of atomic propositions $\mathcal{P}$, using the logical connectives $\wedge$ (conjunction), $\neg$ (negation), and a set of modal operators $\Box$, $1 \leq i \leq n$. (In later sections we shall adopt a richer language.) We assume that the underlying multimodal logic is inherently axiomatized (i.e., the logic is a fusion and there is no interaction between the modal operators [32]). Propositions are denoted by $p, q, \ldots$, and formulae by $\alpha, \beta, \ldots$, constructed in the usual way according to the rules: $\alpha ::= p \mid \neg \alpha \mid \alpha \wedge \alpha \mid \Box \alpha$. All the other truth functional connectives ($\lor, \rightarrow, \leftrightarrow, \ldots$) are defined in terms of $\neg$ and $\wedge$ in the usual way. Given $\Box$, $1 \leq i \leq n$, with $\Box_i$ we denote its dual modal operator, i.e., for any $\alpha$, $\Diamond_i \alpha \equiv \neg \Box_i \neg \alpha$. We use $\top$ as an abbreviation for $p \lor \neg p$, and $\bot$ as an abbreviation for $p \land \neg p$, for some $p \in \mathcal{P}$.

With $\mathcal{L}$ we denote the set of all formulae of the modal language. The semantics is the standard possible-worlds one:

**Definition 1.** A Kripke model is a tuple $\mathcal{M} = (W, R, V)$ where $W$ is a (non-empty) set of possible worlds, $R = (R_1, \ldots, R_n)$, where each $R_i \subseteq W \times W$ is an accessibility relation on $W$, $1 \leq i \leq n$, and $V: W \times \mathcal{P} \rightarrow \{0, 1\}$ is a valuation function.

Satisfaction of formulae with respect to possible worlds in a Kripke model is defined in the usual way:

**Definition 2.** Let $\mathcal{M} = (W, R, V)$ and $w \in W$:

- $\mathcal{M}, w \models p$ if and only if $V(w, p) = 1$;
- $\mathcal{M}, w \models \neg \alpha$ if and only if $\mathcal{M}, w \not\models \alpha$;
- $\mathcal{M}, w \models \alpha \land \beta$ if and only if $\mathcal{M}, w \models \alpha$ and $\mathcal{M}, w \models \beta$;
- $\mathcal{M}, w \models \Box_i \alpha$ if and only if $\mathcal{M}, w \models \alpha$ for all $w'$ such that $(w, w') \in R_i$.

Given $\alpha \in \mathcal{L}$ and $\mathcal{M} = (W, R, V)$, we say that $\mathcal{M}$ satisfies $\alpha$ if there is at least one world $w \in W$ such that $\mathcal{M}, w \models \alpha$. We say that $\mathcal{M}$ is a model of $\alpha$ (alias $\alpha$ is true in $\mathcal{M}$), denoted $\mathcal{M} \models \alpha$, if $\mathcal{M}, w \models \alpha$ for every world $w \in W$. Given a class
of models $\mathcal{M}$, we say that $\alpha$ is valid in $\mathcal{M}$ if every Kripke model $\mathcal{M} \in \mathcal{M}$ is a model of $\alpha$.

Here we shall schema the system of normal modal logic $\mathbb{K}$, of which all the other normal modal logics are extensions. Semantically, $\mathbb{K}$ is characterized by the class of all Kripke models (Definition 1). We say that $\alpha$ locally entails $\beta$ in the system $\mathbb{K}$ (denoted $\alpha \vdash \beta$) if for every K-model $\mathcal{M}$ and every $w \in \mathcal{M}$, $\mathcal{M}, w \vDash \alpha$ implies $\mathcal{M}, w \vDash \beta$.

Syntactically, $\mathbb{K}$ corresponds to the smallest set of sentences containing all propositional tautologies, all instances of the axiom schema $K : \Box (\alpha \rightarrow \beta) \rightarrow (\Box \alpha \rightarrow \Box \beta)$, $1 \leq i \leq n$, and closed under the rule of necessitation $RN : \alpha \rightarrow \Box \alpha$, $1 \leq i \leq n$.

3. MODAL PREFERENTIAL SEMANTICS

In this section we modify the constructions for preferential reasoning in modal logic as studied by Britz et al. [8, 10]. We do so by enriching standard Kripke models with preference relations, instead of placing an ordering on states which are labeled with pointed Kripke models. Our starting point is therefore similar to the CT40 models of Boutilier [5] and the plausibility models of Baltag and Smets [2].

**Definition 3.** A preferential Kripke model is a tuple $\mathcal{P} := \langle W, R, V, < \rangle$ where $W$ is a (non-empty) set of possible worlds, $R = \langle R_0, \ldots, R_3 \rangle$, where each $R_i \subseteq W \times W$ is an accessibility relation on $W$, $1 \leq i \leq n$, $V : W \times \mathcal{P} \rightarrow \{0, 1\}$ is a valuation function, and $< \subseteq W \times W$ is a co-Noetherian strict partial order on $W$, i.e., $<$ is irreflexive, transitive and well-founded.\(^2\)

Given a preferential Kripke model $\mathcal{P} = \langle W, R, V, < \rangle$, we refer to $\mathcal{M} := \langle W, R, V \rangle$ as its associated standard Kripke model. If $\mathcal{P} = \langle W, R, V, < \rangle$ is a preferential Kripke model and $\alpha \in \mathcal{L}$, then with $[\alpha] := \{ w \in W | \mathcal{M}, w \vDash \alpha \}$, where $\mathcal{M} = \langle W, R, V \rangle$ we denote the set of possible worlds satisfying $\alpha$ (a $\alpha$-worlds for short).

**Definition 4.** Let $\mathcal{P} = \langle W, R, V, < \rangle$ and let $W \subseteq W$. With $\min_{<} W$ we denote the minimal elements of $W$ with respect to $<$, i.e., $\min_{<} W := \{ w \in W | \text{there is no } w' \in W \text{ such that } w' < w \}$.

The intuition behind the preference relation $<$ in a preferential Kripke model $\mathcal{P}$ is that worlds lower down in the order are more preferred (or more normal [4, 5]) than those higher up. Note that the preference relation in a preferential Kripke model, although a binary relation on $W$, is not to be seen as an accessibility relation. Indeed, the $<$-component in a preferential Kripke model has no counterpart in the syntax as each accessibility relation has.

As an example, Figure 1 below depicts the preferential Kripke model $\mathcal{P} = \langle W, R, V, < \rangle$, where $W = \{ w_i | 1 \leq i \leq 5 \}$, $R = \langle R_0 \rangle$, with $R_0 = \{ (w_1, w_2), (w_1, w_4), (w_2, w_3), (w_3, w_2), (w_4, w_5), (w_5, w_4) \}$, represented by the solid arrows in the picture, $V$ is the obvious valuation function (in our pictorial representations of models we interpret absence of an atom as the atom being false in the respective world), and $\prec$ is the transitive closure of $\{(w_1, w_2), (w_1, w_3), (w_2, w_4), (w_3, w_4), (w_4, w_5)\}$, represented by the dashed arrows in the picture. (Note the direction of the dashed arrows, which point from less preferred to more preferred worlds.)

![Figure 1: A preferential Kripke model for $\mathcal{P} = \langle p, q \rangle$ and a single modality.](image)

Given $\mathcal{P} = \langle W, R, V, < \rangle$ and $\alpha \in \mathcal{L}$, $\alpha$ is satisfiable in $\mathcal{P}$ if $[\alpha] \neq \emptyset$, otherwise $\alpha$ is unsatisfiable in $\mathcal{P}$. We say that $\alpha$ is true in $\mathcal{P}$ (denoted $\mathcal{P} \vDash \alpha$) if $[\alpha] = W$. It is easy to see that the addition of the $<$-component preserves the truth of all (classical) modal formulae that are true in the remaining Kripke structure:

**Lemma 1.** Let $\alpha \in \mathcal{L}$ (i.e., $\alpha$ is a classical modal formula). Let $\mathcal{P} = \langle W, R, V, < \rangle$ be a preferential Kripke model and $\mathcal{M} = \langle W, R, V \rangle$ its associated standard Kripke model. Then $\mathcal{P} \vDash \alpha$ if and only if $\mathcal{M} \vDash \alpha$.

**Proof.** See Appendix A.1. □

We can define classes of preferential Kripke models in the same way we do in the classical case. For instance, we can talk about the class of reflexive preferential Kripke models, in which the $R$-components are reflexive. We say that $\alpha$ is valid in the class $\mathcal{M}$ of preferential Kripke models if and only if $\alpha$ is true in every $\mathcal{P} \in \mathcal{M}$. Therefore, the following result is an immediate consequence of Lemma 1:

**Corollary 1.** A modal formula $\alpha$ is valid in the class $\mathcal{M}$ of preferential Kripke models if and only if it is valid in the corresponding class of Kripke models.

4. PREFERENCE-BASED MODALITIES

Recalling our discussion in the Introduction, we want to be able to state that a given sentence holds in all the relatively normal worlds that are accessible. This leads us to the definition of a ‘weaker’ version of the $\Box$ modalities. Through them we are then able to single out those normal situations that one cannot grasp via the classical $\Box$ modalities. Similarly, we want to be able to state that a given sentence holds in at least one relatively normal accessible world. This leads us to the definition of a stronger version of $\Diamond$, which may be read as distinct possibility.

We define a more expressive language than $\mathbb{L}$ by extending our modal language with a family of defeasible modal operators $\Diamond_i$ and $\Box_i$, $1 \leq i \leq n$ (called, respectively, the ‘flag’ and the ‘flame’), where $n$ is the number of classical
modalities in the language. The formulae of the extended language are then recursively defined by:

\[ \alpha ::= p \mid \neg \alpha \mid \alpha \wedge \alpha \mid \Box \alpha \mid \Diamond \alpha \mid \Diamond_i \alpha \]

(As before, the other connectives are defined in terms of \( \neg \) and \( \wedge \) in the usual way, and \( \top \) and \( \bot \) are seen as abbreviations. It turns out that each \( \Diamond_i \), too is the dual of \( \Box_i \), as we shall see below.) With \( \mathcal{L} \) we denote the set of all formulae of such a richer language.

The semantics of \( \mathcal{L} \) is in terms of our preferential Kripke models (see Definition 3). As before, given \( \alpha \in \mathcal{L} \) and a preferential Kripke model \( \mathcal{S} = (W, R, V, \prec) \), with \( \{\alpha\} \) we denote the set of elements of \( W \) satisfying \( \alpha \).

**Definition 5.** Let \( \mathcal{S} = (W, R, V, \prec) \) be a preferential Kripke model. Then:

- \( [\Box_i \alpha] := \{ w \in W \mid \min_x R_i(w) \subseteq \{\alpha\}\} \)
- \( [\Diamond_i \alpha] := \{ w \in W \mid \min_x R_i(w) \cap \{\alpha\} \neq \emptyset \} \).

The intuition behind a sentence like \( \Box_i \alpha \) is that \( \alpha \) holds in the most ‘normal’ of \( R_i \)-accessible worlds. \( \Diamond_i \alpha \) intuitively says that \( \alpha \) holds in at least one such relatively normal accessible world. To give a simple example (a more elaborated one is given in Section 5), if \( h \) denotes the event of a head-on collision and \( ft \) the occurrence of fatalities, with the formula \( \Box_h ft \) we formalize the example from the Introduction.

As mentioned before, in our enriched language the preference relation is not explicit in the syntax. The meaning of the new modalities is informed by the preference relation, which nevertheless remains tacit outside the realm of defeasible modalities. This stands in contrast to the approaches of Baltag and Smets [2], Boutilier [5], Britz et al. [6] and Giordano et al. [20], which cast the preference relation as an extra modality in the language. From a knowledge representation perspective, our approach has the advantage of hiding some complex aspects of the semantics from the user (e.g. a knowledge engineer who will write down sentences in an agent’s knowledge base).

The notions of satisfaction in a preferential Kripke model, truth (in a model) and validity (in a class of preferential Kripke models) are extended to formulae with defeasible modalities in the obvious way.

We observe that, like in the classical (i.e., non-de defeasible) case, the defeasible modal operators \( \Box \) and \( \Diamond \) are the dual of each other:

\[ \models \Box_i \alpha \iff \neg \Diamond_i \neg \alpha \tag{1} \]

The following validities are also easy to verify:

\[ \models \Box_i \bot \iff \Diamond_i \bot \iff \Diamond_i \top \iff \Diamond_i \top \iff \alpha \iff \bot \]

The following is the \( \Diamond \)-version of Axiom Schema \( K \).

\[ (\bar{K}) \models \Box_i (\alpha \rightarrow \beta) \rightarrow (\Diamond_i \alpha \rightarrow \Diamond_i \beta) \tag{2} \]

The validity below is easy to verify:

\[ (\bar{R}) \models \Box_i (\alpha \wedge \beta) \iff (\Diamond_i \alpha \wedge \Diamond_i \beta) \tag{3} \]

We also have \( \models (\Box_i \alpha \vee \Box_i \beta) \rightarrow \Box_i (\alpha \vee \beta) \), but the converse, as can easily be checked.

The following validity is an immediate consequence of our preferential semantics:

\[ (N) \models \Box_i \alpha \rightarrow \Box_i \alpha \tag{4} \]

Intuitively, given \( i = 1, \ldots, n \), where \( n \) is the number of modalities in the language, we want \( \Box_i \) and \( \Box_j \) to be ‘tied’ together in so far as one is the defeasible (or the ‘hard’) version of the other. Schema \( (N) \) is in line with the commonly accepted principle that whatever is classically the case is also defeasibly so.

From duality of \( \Diamond \) and \( \Box \) and contraposition of \( N \) we get:

\[ \models \Diamond_i \alpha \rightarrow \Diamond_i \alpha \tag{5} \]

It can easily be checked that in our preferential semantics, the standard rule of necessitation \( RFN : \alpha / \Box_i \alpha \) holds. The following rule of normal necessitation \( (RFN) \) follows from \( RN \) together with Schema \( N \) in (4) above:

\[ (RN) \models \alpha \rightarrow \Box_i \alpha \tag{6} \]

From satisfaction of (1), (2) and (3), one can see that the logic of our defeasible modalities shares properties commonly characterizing the so-called normal modal logics [14]. In particular, we have that the following rule holds:

\[ (NRK) \models (\alpha_1 \wedge \ldots \wedge \alpha_n) \rightarrow \beta \tag{7} \quad (n \geq 0) \]

The observant reader would have noticed that we assume we have as many defeasible modalities as we have classical ones. That is, for each \( \Box_i \), a corresponding \( \Diamond_i \) (its defeasible version) is assumed. Moreover they are both linked together via Schema \( N \) in (4). In principle, from a technical point of view, nothing precludes us from having defeasible modalities with no corresponding classical version or the other way round. The latter is easily dealt with by simply not having \( \Diamond_i \) for some \( i \) for which \( \Box_i \) is present in the language. The former case, on the other hand, would require an elaboration of the semantics as satisfiability of \( \Box_i \)-formulae calls upon the accessibility relation \( R_i \), associated with the \( \Box_i \)-modality.

The dependency between each (classical) modality and its defeasible counterpart is defined by a (fixed) preference order on worlds in the model. We do not have a Hilbert-style axiomatization of this dependency yet. What is certain is that such an axiomatization would require casting the preference order as a modality, in order to axiomatize the relationship between \( \Box_i \), \( \Diamond_i \) and the preference order \( \angle \), for each \( i \). To this end, we may use, for example, the modal axiomatization of the preference order of Britz et al. [6], or one of Boutilier’s modal systems [5]. Such an axiomatization is possible at the expense of moving to a more expressive language (see the remark below Definition 5 above and also the discussion in Section 8). Nevertheless, from a computational logic point of view, we shall suffice with the definition of a tableau-based decision procedure, which will be presented in Section 6.

We also observe that in order for us to capture the semantics of \( \mathcal{L} \) in standard conditional logics [14] we would require the addition of a preference relation on worlds, all standard modalities we want to work with and a suitably defined conditional for each modality in the language. Our contention here is that this route would hardly simplify matters.

\(^3\)Similarly to what happens in KLM consequence relations \( (\alpha \models \beta \iff \alpha \vdash \beta) [33] \) and in defeasible subsumption relations \( (C \subseteq D \models C \subseteq D) [9] \).
From the perspective of knowledge representation and reasoning, it becomes important to address the question of what it means for an \(\bar{L}\)-sentence to be entailed from a \(\bar{L}\)-knowledge base.

An \(\bar{L}\)-knowledge base is a (possibly infinite) set \(K \subseteq \bar{L}\). Given a preferential Kripke model \(\mathcal{P}\), we extend the notion of satisfaction to knowledge bases in the obvious way: \(\mathcal{P} \models K\) if and only if \(\mathcal{P} \models \alpha\) for every \(\alpha \in K\).

**Definition 6.** Let \(K \subseteq \bar{L}\) and let \(\alpha \in \bar{L}\). We say that \(K\) (globally) entails \(\alpha\) in the class \(\mathcal{M}\) of preferential Kripke models (denoted \(K \models \alpha\)) if and only if for every \(\mathcal{P} \in \mathcal{M}\), if \(\mathcal{P} \models K\), then \(\mathcal{P} \models \alpha\).

Given this notion of entailment, its associated \textit{consequence relation} is defined as follows:

\[
\text{Cn}(K) \equiv_{df} \{ \alpha \mid K \models \alpha \} \quad (8)
\]

It can be checked that the consequence relation \(\text{Cn}(\cdot)\) as defined in (8) above is a Tarskian consequence relation:

**Theorem 1.** Let \(\text{Cn}(\cdot)\) be a consequence relation defined in terms of preferential entailment. Then \(\text{Cn}(\cdot)\) satisfies the following properties:

- \(\text{K} \subseteq \text{Cn}(\text{K})\) (Inclusion)
- \(\text{Cn}(\text{K}) = \text{Cn}(\text{Cn}(\text{K}))\) (Idempotency)
- If \(K_1 \subseteq K_2\), then \(\text{Cn}(K_1) \subseteq \text{Cn}(K_2)\) (Monotonicity)

**Proof.** See Appendix A.2. \(\Box\)

That is, in spite of the defeasibility features of \(\bar{L}\), we end up with a logic that is \textit{monotonic} (at the entailment level).

**5. AN APPLICATION EXAMPLE**

Let us assume the following simple scenario depicting a nuclear power-plant [8]. In a particular power station there is an atomic pile and a cooling system, both of which can be either on or off. A surveillance agent is in charge of detecting hazardous situations so that the human controller can prevent the plant from malfunctioning (Figure 2).

![Figure 2: The power plant and its surveillance agent.](image)

In what follows we shall illustrate our constructions from previous sections in reasoning about action using the aforementioned scenario.

We find in the AI literature a fair number of modal-based formalisms for reasoning about actions and change [12, 13, 16, 18, 29, 38, 41, 42, 43]. These are essentially variants of the modal logic \(K\) we presented in Section 2. Modal operators are determined by a (finite) set of actions \(A = \{a_1, \ldots, a_n\}\): For each \(a \in A\), there is associated a modal operator \(\Box_a\). Given a Kripke model, \(R_a \subseteq W \times W\) is therefore meant to represent possible executions of an (ontic) action \(a\) at specific worlds \(w \in W\), i.e., \(R_a\) is the specification of \(a\)’s behavior in a transition system. Hence, whenever \((w, w') \in R_a\), \(w'\) is a possible outcome of doing \(a\) in \(w\). Formulas of the form \(\Box_a \alpha\) are used to specify the effects of actions and they are read “after every execution of action \(a\), the formula \(\alpha\) holds”. The operator \(\Diamond_a\) is mostly used to specify the \textit{executability} of actions: \(\Diamond_a \neg T\) reads “there is a possible execution of action \(a\)”.

In our nuclear power plant example, let \(P = \{p, c, h\}\) be a set of propositions, where \(p\) stands for “the atomic pile is on”, \(c\) for “the cooling system is on”, and \(h\) for “hazardous situation”. Moreover, let \(A = \{f, m\}\) be a set of atomic actions, where \(f\) stands for “flipping the pile switch”, and \(m\) for (occurrence of) “a malfunction”.

We first construct a preferential Kripke model (Definition 3) in which to check the satisfiability and truth of a \textit{modal L}\-sentence to be presented a comprehensive modeling of the nuclear power plant scenario.)

Let \(\mathcal{P} = \{W, R, V, \prec\}\) be the preferential Kripke model depicted in Figure 3, where \(W = \{w_i \mid 1 \leq i \leq 4\}, R = \{R_t, R_a\}\), with \(R_t = \{(w_1, w_2), (w_2, w_3), (w_3, w_4), (w_4, w_4), (w_4, w_1)\}\) and \(R_a = \{(w_4, w_3), (w_2, w_4), (w_3, w_4)\}\). \(V\) is the obvious valuation function, and \(\prec\) is the transitive closure of \(\{(w_1, w_2), (w_2, w_3), (w_3, w_4)\}\), i.e., of the relation represented by the dashed arrows in the picture. (Note again the direction of \(\prec\) from less to more normal worlds.)

**Figure 3: Preferential Kripke model for the power plant scenario.**

The rationale of this partial order is as follows: The utility company selling the electricity generated by the power plant tries as far as possible to keep both the pile and the cooling system on, ensuring that the pile can easily be switched off (world \(w_1\)); sometimes the company has to switch the pile off for maintenance but then tries to keep the cooler running, because turning the pile on again would not cause a fault in the cooling system (world \(w_2\)); more rarely the company needs to switch off both the pile and the cooler, e.g. when the latter needs maintenance (world \(w_3\)); and, finally, only in very exceptional situations would the pile be on while the cooler is off, e.g. during a serious malfunction (world \(w_4\)).

In the preferential model \(\mathcal{P}\) depicted above, one can check that \(\mathcal{P} \models (p \land \neg c) \leftrightarrow h\), i.e., \(\llbracket (p \land \neg c) \leftrightarrow h\rrbracket = W\). Also, \(w_4 \in \llbracket h \land \Box_{\sim h}\rrbracket\); at \(w_4\) we have a hazardous situation, but
it is possible to switch the pile off having as a normal effect a safe condition. We have that \( w_1 \) satisfies \( \mathcal{Z}_m \downarrow : \) at \( w_1 \) a malfunction cannot occur (which is not true of \( w_2 \)). In \( \mathcal{S} \) we have \( \mathcal{S} \models \neg p \rightarrow \mathcal{Z}_p \) (the normal outcome of switching the pile on is it being on), but \( \mathcal{S} \not\models \neg p \rightarrow \mathcal{Z}_p \) (see world \( w_2 \)). We also have \( \mathcal{S} \models c \rightarrow \mathcal{Z}_c \neg h \) (if the cooler is on, the normal result of switching the pile is a safe situation). Finally we also have \( \mathcal{S} \models h \rightarrow \mathcal{Z}_h \neg \mathcal{T} \): in any hazardous situation a meltdown is a distinct possibility — but fortunately \( \mathcal{S} \models \neg \mathcal{T} \neg h \): from every world it is possible to return to a non-hazardous world.

So far we have illustrated the preferential semantics of \( \mathcal{L} \)-statements using a specific preferential Kripke model. In a knowledge representation context, though, we are interested in preferential entailment from an \( \mathcal{L} \)-theory or knowledge base. The latter determines the preferential models that are permissible from the standpoint of the knowledge engineer. To illustrate this, consider the following \( \mathcal{L} \)-knowledge base:

\[
\mathcal{K} = \{ (p \land \neg c) \leftrightarrow h, \; h \rightarrow \mathcal{Z}_h \neg \mathcal{T}, \; p \rightarrow \mathcal{Z}_p \neg c, \; c \rightarrow \mathcal{Z}_c \neg c, \; \mathcal{Z}_h \neg h \}
\]

\( \mathcal{K} \) basically says that “a hazardous situation is one in which the pile is on and the cooler off,” “in a hazardous situation a malfunction is distinctly possible,” “if the pile is on, then flipping its switch normally switches it off,” “if the cooler is on, then switching the pile normally does not affect it” and “it is always possible to flip the pile switch.” (Note that all the formulae in \( \mathcal{K} \) are true in the preferential model \( \mathcal{P} \) of Figure 3 above.) We can then conclude \( \mathcal{K} \models p \rightarrow \mathcal{Z}_p \neg c \), \( \mathcal{K} \models \mathcal{Z}_m \downarrow \rightarrow (p \lor \neg c) \) and \( \mathcal{K} \models (p \lor \neg c) \rightarrow \mathcal{Z}_c \neg c \), using the sound \( \mathcal{L} \)-inference rules and validities presented in the previous section.

6. TABLEAU SYSTEM

In this section we present a simple tableau calculus for defeasible modalities based on labeled formulae and on explicit accessibility relations [22]. As we shall see, it also makes use of an auxiliary structure of which the intention is to build a preference relation on possible worlds. (For a discussion on the differences between our tableau method and the one by Giordano et al. [20], see end of Section 8.)

Definition 7. If \( n \in \mathbb{N} \) and \( \alpha \in \mathcal{L} \), then \( n :: \alpha \) is a labeled formula.

In a labeled formula \( n :: \alpha \), \( n \) is the label. (As we shall see, informally, the idea is that the label stands for some possible world in a Kripke model.)

Let \( \text{mod}(\mathcal{L}) \) denote the set of all classical modalities of \( \mathcal{L} \). (Remember our assumption that we have as many defeasible modalities as we have classical ones and that, for a given \( i \), both \( \mathcal{Z}_i \) and \( \mathcal{Z}_i \) depend on the same \( R_i \).)

Definition 8. A skeleton is a function \( \Sigma : \text{mod}(\mathcal{L}) \rightarrow 2^{\mathbb{N} \times \mathbb{N}} \).

Informally, a skeleton maps modalities in the language to accessibility relations on possible worlds.

Definition 9. A preference relation \( \prec \) is a binary relation on \( \mathbb{N} \).

As alluded to above, \( \prec \) is meant to capture a preference relation on possible worlds. As we shall see below, like \( \Sigma \), \( \prec \) is built cumulatively through successive applications of the tableau rules we shall introduce.

Definition 10. A branch is a tuple \((\mathcal{S}, \Sigma, \prec)\), where \( \mathcal{S} \) is a set of labeled formulae, \( \Sigma \) is a skeleton and \( \prec \) is a preference relation.

Definition 11. A tableau rule is a rule of the form:

\[ \mathcal{N} : \Gamma \not\models \alpha, \; n \in \mathcal{N} \quad \rho \quad D_1, \ldots, D_k \]

where \( \mathcal{N} : \Gamma \) is the numerator and \( D_1 : \Gamma_1 \mid \ldots \mid D_k : \Gamma_k \) is the denominator.

Given a rule \( \rho \), \( \mathcal{N} \) represents one or more labeled formulae, called the main formulae of the rule, separated by ‘\( , \)’. \( \Gamma \) stands for any additional condition (on \( \Sigma \) or \( \prec \)) that must be satisfied for the rule to be applicable. In the denominator, each \( D_i \), \( 1 \leq i \leq k \), has one or more labeled formulae, whereas each \( \Gamma_i \) is a condition to be satisfied after the application of the rule (e.g. changes in the skeleton \( \Sigma \) or in the relation \( \prec \)). The symbol ‘\( | \)’ indicates the occurrence of a split in the branch.

Figure 4 presents the set of tableau rules for \( \mathcal{L} \). In the rules we abbreviate \( (n, n') \in \Sigma(n) \) as \( n \not\rightarrow n' \) and \( n' \in \Sigma(n) \) as \( n' \not\rightarrow \). Finally, with \( n', n'', \ldots \) we denote labels that have not been used before. We say that a rule \( \rho \) is applicable to a branch \((\mathcal{S}, \Sigma, \prec)\) if and only if \( \mathcal{S} \) contains an instance of the main formulae of \( \rho \) and the conditions \( \Gamma \) of \( \rho \) are satisfied by \( \Sigma \) and \( \prec \).
that is more preferred (with respect to $\prec$) than the newly created one. (This splitting is of the same nature as that in the (V)-rule, i.e., it fits the purpose of a proof by cases.)

**Definition 12.** A tableau $T$ for $\alpha \in \mathcal{L}$ is the limit of a sequence $T^0, \ldots, T^n, \ldots$ of sets of branches where the initial $T^0 = \{\{0 : \alpha\}, \emptyset\}$ and every $T^{n+1}$ is obtained from $T^n$ by the application of one of the rules in Figure 4 to some branch $\langle S, \Sigma, \prec \rangle \in T^n$. Such a limit is denoted $T^\infty$.

We make the so-called fairness assumption: Any rule that can be applied will eventually be applied, i.e., the order of rule applications is not relevant. We say a tableau is saturated if no rule is applicable to any of its branches.

**Definition 13.** A branch $\langle S, \Sigma, \prec \rangle$ is closed if and only if $n :: \bot \in S$ for some $n$. A saturated tableau $T$ for $\alpha \in \mathcal{L}$ is closed if and only if all its branches are closed. (If $T$ is not closed, then we say that it is an open tableau.)

For an example of construction of a tableau, consider the sentence $\alpha = \exists \beta (p \rightarrow q) \rightarrow (\neg p \rightarrow \neg q)$ (which is not valid). Figure 5 depicts the (open) tableau for $\neg \alpha = \exists \beta (p \land \neg q) \land \neg p \land \neg \neg q$.

![Figure 5: Visualization of an open tableau for the formula $\neg \exists \beta (p \land \neg q) \land \neg p \land \neg \neg q$.](image)

From the open tableau in Figure 5 we extract the preferential Kripke model $\mathcal{P}$ depicted in Figure 6. (In Figure 6 the understanding is that $3 < 2$ and that $0$ is incomparable with respect to $\prec$ to the other possible worlds.)

We are now ready to state the main result of this section.

**Theorem 2.** The tableau calculus for $\mathcal{L}$ is sound and complete with respect to the modal preferential semantics.

**Proof.** See Appendix A.3. □

It can easily be checked that in the construction of the tableau there is only a finite number of distinct states since every formula generated by the application of a rule is a sub-formula of the original one. Hence we have a decision procedure for $\mathcal{L}$.

We end this section with a brief remark on complexity. It is well-known that satisfiability checking for modal logic $K$ and $K_\delta$ is both PSPACE-complete [23, 34]. The addition of $\exists \beta$ and $\exists \beta$ to the language does not affect the space complexity of the resulting tableaux. If the formula at the root of the tableau is $\alpha$, and $|\alpha| = m$, then the space requirement for each label is at most $O(m)$. Since there exists a saturated tableau with depth at most $O(m^2)$, the total space requirement is $O(m^3)$.

7. **Adding Defeasible Arguments**

An obvious next step to the work presented here is the integration of $\mathcal{L}$ with a KLM-style defeasible consequence relation $\vdash$, since this would allow for the expression of defeasible modalities and defeasible argument forms. First we need some definitions.

Given $\mathcal{P} = \langle W, R, V, \vdash \rangle$ and $\alpha, \beta \in \mathcal{L}$, the defeasible statement $\alpha \vdash \beta$ holds in $\mathcal{P}$ (denoted $\mathcal{P} \models \alpha \vdash \beta$) if and only if $\min_{\vdash} \alpha \subseteq \beta$, i.e., every $\vdash$-minimal $\alpha$-world is a $\beta$-world. As an example, in the model $\mathcal{P}$ of Figure 1, we have $\mathcal{P} \models p \vdash \neg q$ (but note that $\mathcal{P} \not\models p \rightarrow q$). We also have $\mathcal{P} \models \neg p \vdash \neg (\neg p \land \neg q)$ and $\mathcal{P} \not\models \neg q \vdash \neg (\neg q)$ (from the latter follows $\mathcal{P} \not\models \neg q \rightarrow \neg q$).

It is worth noting that if only a classical modal language is assumed, then defeasible statements here still have the same intuition as mentioned in the Introduction. To witness, the statement $\diamond \alpha \vdash \alpha$ just says that “all normal worlds with an $\alpha$-successor have only $\beta$-successors”. That is, any $\vdash$-statement still refers only to normality in the premise, or, in this case, of the ‘actual’ world. In our enriched language we shall be able to make statements of the form $\alpha \vdash \neg \beta$.

We say that a preferential Kripke model $\mathcal{P}$ satisfies a set of defeasible statements if each such statement holds in $\mathcal{P}$. Given a set $X$ of defeasible statements, we say that $X$ (preferentially) entails the defeasible statement $\alpha \vdash \beta$ (denoted $X \models \alpha \vdash \beta$) if every preferential model satisfying all the statements in $X$ also satisfies $\alpha \vdash \beta$. (It is easy to see that $\vdash$ here is exactly the same entailment relation from Definition 6, just restated in terms of $\models$-statements.)

We can now relate the truth of $\mathcal{L}$-sentences in a preferential model with that of defeasible statements, as the following result shows.

5Here, $\vdash$ need not be a new connective in the language but can rather have the same status as, e.g., subsumption and defeasible versions thereof in description logics [1, 7, 9].
**Lemma 2.** Let \( \alpha \in \bar{L} \) and \( \mathcal{P} \) be a preferential Kripke model. Then \( \mathcal{P} \models \alpha \) if and only if \( \mathcal{P} \models \neg \alpha \models \bot \).

**Proof.** See Appendix A.4.

This result raises the obvious question on whether and how entailment of \( \bar{L} \)-sentences relates to that of \( \models \)-statements.

**Definition 14.** Let \( \mathcal{K} \subseteq \bar{L} \). \( \mathcal{K}^\models := \{ \alpha \models \bot \mid \alpha \in \mathcal{K} \} \).

**Theorem 3.** \( \mathcal{K} \models \alpha \) if and only if \( \mathcal{K}^\models \models \neg \alpha \models \bot \).

**Proof.** See Appendix A.4.

Hence, preferential entailment in \( \bar{L} \) reduces to preferential entailment of \( \models \)-statements in the language of \( \bar{L} \). Note that soundness of KLM postulates for modal preferential reasoning [8, 10] is preserved when moving from \( \bar{L} \) to \( \bar{L} \). An immediate consequence of this is that the existence of a sound and complete KLM-style \( \models \)-based proof system [33] for \( \bar{L} \) would define a decision procedure for the extension of \( \bar{L} \) with \( \models \). At present we can only conjecture that a proof system along these lines exists, and is based on the integration of the tableau-based proof procedure for \( \bar{L} \) presented in Section 6 and the tableau calculi of Giordano et al. [20].

## 8. DISCUSSION AND RELATED WORK

To the best of our knowledge, the first attempt to formalize a notion of relative normality in the context of defeasible reasoning was that of Delgrande [17] in which a conditional logic of normality is defined. Given the relationship between the general constructions on which we base our work and those by Kraus et al., most of the remarks in the comparison made by Lehmann and Magidor [35, Section 3.7] are applicable in comparing Delgrande’s approach to ours and we do not repeat them here. We note though that, like Kraus et al. and Boutilier, Delgrande focuses on defeasibility of argument forms rather than modes of reasoning as we studied here. Contrary to them, Delgrande adopts the semantics of standard conditional logics [14, Chapter 10], which is based on a (general) selection function picking out the most normal worlds relative to the current one. In his setting, a conditional \( \alpha \models \beta \) holds if and only if the set of most normal \( \bar{\alpha} \)-worlds (relative to \( w \)) are also \( \bar{\beta} \)-worlds, we can capture Delgrande’s conditionals in our approach with \( \models \)-formulae of the form \( \models (\alpha \to \beta) \) in the class of \( S_5 \) preferential Kripke models.

Boutilier’s expressive conditional logics of normality [5] act as unifying framework for a number of conditional logics, including those of Delgrande and Kraus et al. but do not suffice to define \( \models \). This is because his modalities are defined directly from a preference order, and do not influence the meaning of any further modalities added to the language.

Balbtag and Smetts [2] also employ preference orders to refer to the normality of accessible worlds, but their aims and resulting semantics differ from ours in key aspects. They define multi-agent epistemic and doxastic plausibility models similar to our preferential Kripke models. Each accessibility relation is induced by a corresponding preference order and linked to an agent whose beliefs are determined by what the agent deems epistemically possible. Minimality, or doxastic appearance, is therefore determined relative to an epistemic context, which is induced as an equivalence relation on worlds. This results in modalities of knowledge, (conditional) belief and safe belief that are somewhat related to our defeasible modalities.

In contrast, our work offers a preferential semantic framework independent of a specific application area. We assume (for now) a single preference order across worlds in each Kripke model. The preference order informs the meaning of existing modalities by considering minimality in accessible worlds, where accessibility is determined independently from the preference order. The key difference between our proposal and plausibility models is therefore that our classical modalities are defined independently from any preference order. The special case of a single modality which does correspond to a (connected) preference order yields a logic in which \( \models \) defines a belief operator. This follows from the conflation of accessibility and preference in plausibility models.

As we have seen, Britz et al. [8, 10] also propose a general semantic framework for preferential modal logics, but they focus on defeasible arguments rather than on defeasible modalities. As such, the semantics introduced there provides a foundation for the semantics of defeasible modalities, but the syntax of preferential modal logic also does not suffice to define preferential modalities such as ours.

Booth et al. [4] introduce an operator with which one can refer directly in the language to those most typical situations in which a given sentence is true. For instance, in their enriched language, a sentence of the form \( \pi \models \alpha \) refers to the ‘most typical’ \( \alpha \)-worlds in a semantics similar to ours. One of the advantages of such an extension is the possibility to make statements of the kind “all normal \( \alpha \)-worlds are normal \( \beta \)-worlds”, thereby shifting the focus of normality from the antecedent by also allowing us to talk about normality in the consequent. This additional expressivity can also be obtained by the addition of the modality \( \models \) of Modular Godel-Lob logic to express normality syntactically [6, 20]:

\[
\pi \equiv \alpha \models \neg \alpha \land \alpha
\]

\( (9) \)

Despite the gain in expressivity, both these proposals remain propositional in nature in that the only modality allowed is the one with semantics determined by the preference order. Britz et al. extended propositional preferential reasoning to the modal case [8, 10], but the modalities under consideration there remain classical — their meaning remains as in propositional modal logic, despite the underlying preferential semantics of the logic due to the extension of the language with conditional statements of the form \( \alpha \models \beta \).

If we internalize the preference relation as a modality and enrich our classical modal language with converse modalities and nominals [3], then \( \models \) can be given an entirely classical treatment as follows:

\[
\mathcal{C}(\alpha) \equiv \bigvee_{\mathcal{O} \in \mathcal{O}} (\alpha \land \mathcal{C}(\neg \alpha \rightarrow \mathcal{C}(\alpha \land \mathcal{C}(\alpha)))
\]

\( (10) \)

where \( \mathcal{C} \) is the dual of the modality characterizing the preference relation [6]. \( \mathcal{C} \) is the converse of \( \mathcal{O} \) and \( \mathcal{O} \) is a set of nominals. Then \( \mathcal{C}(\alpha) \) is true at a world \( w \) in a (hybrid) Kripke model if and only if \( w \) is the denotation of some nominal \( \alpha \in \mathcal{O} \) and every \( \neg \alpha \)-world that is accessible from \( w \) is less normal than some \( \alpha \)-world which is accessible from \( w \). (Of course, besides ensuring that each nominal is interpreted at most one possible world one also has to make sure that each possible world in a Kripke model is the denotation of
some nominal \( o \in \mathcal{O} \). This is warranted in the class of named models [3, pp. 439–447].

The definition in (10) above has the inconvenience of requiring infinitary disjunctions [30] in the language. We can replace (10) with an infinitely denumerable collection of axioms as follows:

\[
(F) \triangleleft \mathcal{C} \alpha \leftrightarrow \triangleleft \alpha (\Box \neg \mathcal{C} \alpha \rightarrow \alpha) \quad (11)
\]

As mentioned earlier, making use of such a machinery takes us to a much more expressive language. Note though that complexity-wise we remain in the same class — satisfiability in the basic hybrid logic like the one briefly sketched above is \( \text{PSPACE}- \text{complete} [3, \text{Theorem 7.21}] \).

Finally, despite the similarities between the tableau method we presented here and the one by Giordano et al. [29], they remain largely superficial. First, our preferential semantics counts as a proper generalization of the KLM approach to full modal logic, whereas theirs is an embedding of propositional KLM consequence relations in an enriched language. Second, again, in their approach the preference relation is explicit and cast as an additional modality, requiring a special tableau rule to deal with it. Here the preference relation is not present in the language and materializes only in the inner workings of our tableau method.

9. CONCLUSION AND FUTURE WORK

The main contribution of the present paper is the provision of a natural, simple and intuitive framework within which to represent defeasible modes of inference. The defeasible modalities we introduced here refer to the relative accessibility of \( \alpha \) within worlds in which the premise is true. Note though that complexity-wise we remain in the same class — satisfiability in the basic hybrid logic like the one briefly sketched above is \( \text{PSPACE}- \text{complete} [3, \text{Theorem 7.21}] \).

We have seen that the modal logics obtained through the addition of \( \triangleleft \mathcal{C} \alpha \) are monotonic (Theorem 1). Although a logic based on \( \mathcal{L} \) can be extended to include a nonmonotonic conditional \( \triangleright \sim \), such an extension does not make the addition of \( \triangleleft \mathcal{C} \alpha \), a superfluous extension to the language, since \( \mathcal{C} \alpha \) cannot be expressed in terms of \( \triangleright \sim \). One avenue for future research is therefore integrating \( \mathcal{C} \alpha \) with our approach to modal preferential reasoning [8, 10], since this would allow for the expression of both defeasible arguments and defeasible modalities. First steps towards this aim were presented in Section 7. Once this is in place, a deeper exploration of applications in various modal logics is warranted.

Here we have investigated the case where a single preference ordering among worlds is assumed. As we have seen, this fits the bill in capturing defeasibility of action effects or obligations, where an ‘objective’ or commonly agreed upon notion of normality can be quite easily justified. When moving to defeasible notions of knowledge or belief, though, such tasks have to be reassessed and specific methods and techniques redesigned. This constitutes an avenue worthy of exploration.
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APPENDIX

A. PROOFS OF MAIN RESULTS

A.1 Proof of Lemma 1

• Proving the ‘only if’ part: Let \( a \in L \) be such that \( \mathcal{M} \models a \), where \( \mathcal{M} = (W, R, V) \). Then \( \mathcal{M}, w \models a \) for every \( w \in W \). Let \( \mathcal{P} = \langle W, R, V, \prec \rangle \) for some \( \prec \subseteq W \times W \). Since \( a \in L \), \( a \)'s truth conditions do not depend on \( \prec \). Then, given that \( a \) is true at every \( w \in W \), it follows that \( [a] = W \), and therefore \( \mathcal{P} \models a \).

• Proving the ‘if’ part: Let \( a \in L \) be such that \( \mathcal{P} \models a \), where \( \mathcal{P} = \langle W, R, V, \prec \rangle \). Then \( [a] = W \). Since \( a \in L \), it follows that \( \mathcal{M}, w \models a \) for every \( w \in W \) with \( \mathcal{M} = (W, R, V) \). Hence \( \mathcal{M} \models a \).

A.2 Proof of Theorem 1

• Showing Inclusion: Let \( a \in K \). Since every preferential Kripke model of \( K \) is a model of \( a \), it immediately follows that \( K \models a \), from which follows \( a \in Cn(K) \).

• Showing Idempotency: Let \( a \in Cn(K) \). Then \( Cn(K) \models a \) follows by the same argument given for Inclusion above. Hence \( a \in Cn(Cn(K)) \). For the other direction, let \( a \in Cn(Cn(K)) \). Then \( Cn(K) \models a \). Assume that \( a \notin Cn(K) \). Then \( K \models a \), and then there exists \( \mathcal{P} \) such that \( \mathcal{P} \models K \) but \( \mathcal{P} \not\models a \). But from the definition of \( Cn() \) we have \( \mathcal{P} \not\models Cn(K) \), from which we derive a contradiction. Hence \( a \in Cn(K) \).

• Showing Monotonicity: Let \( a \in Cn(K_1) \). Then \( K_1 \models a \). Let \( \mathcal{P} \) be such that \( \mathcal{P} \models K_1 \). Since \( K_1 \subseteq K_2 \), we have \( \mathcal{P} \models K_2 \) too. Hence \( \mathcal{P} \models a \) and we have \( K_2 \models a \), and therefore \( a \in Cn(K_2) \).

A.3 Proof of Theorem 2

We first show completeness of our tableau method, i.e., if \( a \in \hat{L} \) is preferentially valid, then every tableau for \( \neg a \) is closed. Equivalently, if there is an open (saturated) tableau for \( a \), then \( a \) is satisfiable, i.e., there exists a preferential Kripke model \( \mathcal{P} \) in which \( [a] \neq \emptyset \).

In the following, we show that from any open tableau \( T \) for \( a \in \hat{L} \) one can construct a preferential Kripke model satisfying \( a \), from which the result follows.

Let \( T = T^\rightarrow \) be an open saturated tableau for the formula \( a \in \hat{L} \) (possibly infinite). Then there must be an open branch \((S, \Sigma, \prec)\) in \( T \) (cf. Definition 13). Let the tuple \( T := \langle W_T, R_T, V_T, \prec_T \rangle \) be defined as follows:

- \( W_T := \{ n \mid n \models \beta \in S \} \);
- \( R_T := \langle R_1, \ldots, R_n \rangle \), where each \( R_i := \Sigma(i) \), for \( 1 \leq i \leq n \);
- \( V_T := v \), where \( v : W_T \times P \rightarrow \{0, 1\} \) and \( v(n,p) = 1 \) if and only if \( n \in P \), and
- \( \prec_T := \prec \).

LEMMA 3. \( T \) is a preferential Kripke model.

PROOF. That \( \mathcal{M} := \langle W_T, R_T, V_T \rangle \) is a Kripke model follows immediately from the definition of \( W_T, R_T \) and \( V_T \) above. It remains to show that \( \prec_T \) is a strict partial order satisfying the smoothness condition \([33] \). That is, one has to show that:

\( \prec \) is irreflexive and transitive: This follows from the construction of \( \prec \) in Rules (\( \prec_1 \)) and (\( \prec_2 \)), since (i) no pair \((n, n')\) is ever added to \( \prec \) and (ii) no chain of length greater than 2 is ever added to the preference structure.

\( \prec \) has no infinitely descending chains: Clearly no pair \((n, n')\) is added to \( \prec \) beyond those added by Rules (\( \prec_1 \)) and (\( \prec_2 \)). Given this one can easily check that \( \prec \) must have a minimum.

It remains to show that \( \mathcal{P} \) above satisfies \( \alpha \).

LEMMA 4. Let \( \mathcal{P} = \langle W_T, R_T, V_T, \prec_T \rangle \) and let \( \beta \) be a sub-formula of \( \alpha \). If \( \mathcal{P} \models \beta \in S \), then \( n \in [\beta] \).

PROOF. The proof is by structural induction on the number of connectives in \( \beta \).

Base case: \( \beta \) is a literal. We have two cases: (i) \( \beta = p \in P \). Then \( n \models p \in S \) if and only if \( v(n, p) = 1 \) if and only if \( V_T(n, p) = 1 \) if and only if \( n \in [p] = [\beta] \). (ii) \( \beta = \neg p \) for some \( p \in P \). Then \( n \models \neg p \in S \), and therefore \( n \models p \notin S \). Hence \( v(n, p) = 0 \), and then \( n \notin [p] \), from which follows \( n \in W_T \setminus [p] = \emptyset = [\beta] \).

Induction step: The Boolean cases are as usual. We analyze the modal cases below (\( \alpha = \langle W_T, R_T, V_T \rangle \)):

- \( \beta = \Box \gamma \): If \( n \models \Box \gamma \in S \), then \( n' \models \gamma \in S \) by Rule (\( \Box_1 \)), for every \( n' \) such that \( (n, n') \in R \). By the induction hypothesis, \( n' \models \gamma \) for every \( n' \) such that \( (n, n') \in R \). From this we conclude \( \mathcal{M} \models \gamma \) and therefore \( n \in [\Box \gamma] \).

- \( \beta = \neg \Box \gamma \): If \( n \models \neg \Box \gamma \in S \), then by Rule (\( \Box_1 \)) there exists \( n' \) such that \( (n, n') \in R \) and \( n' \models \neg \gamma \in S \). Then there exists \( n' \) such that \( (n, n') \in R \) and \( n' \in [\neg \gamma] \), by the induction hypothesis. Hence \( n \notin [\neg \gamma] \).

- \( \beta = \Box_1 \gamma \): If \( n \models \Box \gamma \in S \), then \( n' \models \gamma \in S \) by Rule (\( \Box_1 \)), for every \( n' \) such that \( (n, n') \in R(n) \). By the induction hypothesis, \( n' \models \gamma \) for every \( n' \) such that \( n' \in \text{min}_{\prec_T} R(n) \), and therefore \( n \models \Box \gamma \).

- \( \beta = \neg \Box_1 \gamma \): If \( n \models \neg \Box \gamma \in S \), then by Rule (\( \Box_1 \)) there exists \( n' \) such that \( n' \in \text{min}_{\prec_T} R(n) \) and \( n' \models \neg \gamma \in S \). Then there exists \( n' \) such that \( n' \in \text{min}_{\prec_T} R(n) \) and \( n' \in [\neg \gamma] \), by the induction hypothesis. Hence \( n \notin [\neg \gamma] \).

Now, since \( 0 \models \alpha \in S \), from Lemma 4 we conclude that \( 0 \notin [\alpha] \). Hence \( [\alpha] \neq \emptyset \) for the preferential Kripke model constructed as above, and therefore \( \alpha \) is satisfiable, as we wanted to show.

In the following we show soundness, i.e., if \( \alpha \in \hat{L} \) is (preferentially) satisfiable, then there is an open tableau for \( \alpha \). Equivalently, if all the tableaux for \( \alpha \) are closed, then \( \alpha \) is unsatisfiable, i.e., \( \neg \alpha \) is valid.

DEFINITION 15. Let \( S \) be a set of labeled formulae. \( S(n) := \{ \beta \mid n \models \beta \in S \} \).

DEFINITION 16. \( \hat{S}(n) := \bigwedge (\beta \models S(n)) \).
Lemma 5. If, for every tableau rule that can be applied to $T^1 = \{ \ldots, \langle S^i, \Sigma^i, \prec^i \rangle, \ldots \}$ to produce $T^{i+1} = \{ \ldots, \langle S^{i+1}, \Sigma^{i+1}, \prec^{i+1} \rangle, \ldots \}$ and for every branch $\langle S^i, \Sigma^i, \prec^i \rangle \in T^1$ there exists $n$ such that $S^{i+1}(n)$ is unsatisfiable, then $S^i(n)$ is unsatisfiable.

Proof. We suffice with the cases of Rules (\(\Diamond_i\)) and (\(\Diamond_o\)).

- Rule (\(\Diamond_i\)): If $S^i$ contains $n :: \neg \beta$, then an application of Rule (\(\Diamond_i\)) creates a new label $n'$, adds $n \rightarrow n'$ to $\Sigma^i(i)$ to obtain $\Sigma^{i+1}(i)$, adds $n' :: \beta$ to $S^i$ to obtain $S^{i+1}$, and sets $n'$ as a minimum in $\Sigma^{i+1}(i)$ with respect to $\prec^{i+1}$ (which extends $\prec^i$). Now, suppose $S^i(n)$ is satisfiable, but $S^{i+1}(n')$ is unsatisfiable. Since $S^{i+1}(n') = \neg \beta$ (as $S^{i+1}$ is the singleton $\{ n' :: \neg \beta \} -$ $n'$ the freshly added label), then $\neg \beta$ must be unsatisfiable, i.e., $\models \neg \beta$. From this and normal necessitation — Rule (6) —, we have $\models \neg \Diamond_i \beta$. Hence $S^i(n)$ is unsatisfiable too because $n :: \neg \Diamond_i \beta \in S^i$.

- Rule (\(\Diamond_o\)): If $S^i$ contains $n :: \neg \beta$, then an application of Rule (\(\Diamond_o\)) will create a new label $n'$ and either (i) add $n \rightarrow n'$ to $\Sigma^i(i)$ to obtain $\Sigma^{i+1}(i)$, add $n' :: \beta$ to $S^i$ to obtain $S^{i+1}$, and set $n'$ as a minimum in $\Sigma^{i+1}(i)$ with respect to $\prec^{i+1}$ (whereby extending $\prec^i$) or (ii) add $n \rightarrow n'$ to $\Sigma^i(i)$ to obtain $\Sigma^{i+1}(i)$, add $n' :: \beta$ to $S^i$ to obtain $S^{i+1}$, create a new label $n''$ and also add $n \rightarrow n''$ to $\Sigma^{i+1}(i)$, add $(n'', n')$ to $\prec^i$ to obtain $\prec^{i+1}$ and set $n''$ as a minimum in $\Sigma^{i+1}(i)$ with respect to $\prec^{i+1}$. If (i) is the case, then we have the same argument as for Rule (\(\Diamond_i\)) above. Let us assume (ii) is the case. Suppose $S^i(n)$ is satisfiable, but either $S^{i+1}(n')$ is unsatisfiable or $S^{i+1}(n'')$ is unsatisfiable. If $S^{i+1}(n')$ is unsatisfiable, since $S^{i+1}(n') = \neg \beta$ we have the same argument as for Rule (\(\Diamond_i\)) above. If $S^{i+1}(n'')$ is unsatisfiable, then since $S^{i+1}(n'') = \top$, we have $\models \bot$, which implies $\models \Box \bot$, and then $\models \Box \beta$. Hence $S^i(n)$ is unsatisfiable too because $n :: \neg \Diamond_o \beta \in S^i$.

\[ \square \]

From Lemma 5 we conclude that if all tableaux for $\alpha$ are closed, then every $S(n)$ is unsatisfiable. In particular $S(0) = \alpha$ is unsatisfiable. Hence all rules preserve satisfiability when transforming one set of branches into another. This warrants soundness of our tableau rules. \[ \square \]

A.4 Proofs of Lemma 2 and Theorem 3

Lemma 2: Let $\mathcal{P} = \langle W, R, V, \prec \rangle$. $\mathcal{P} \models \alpha$ if and only if $[\alpha] = W$ if and only if $[\neg \alpha] = \emptyset$ if and only if $[\alpha] = \emptyset$ if and only if $\text{min}_{\text{w}} \neg \alpha \subseteq \bot$ if and only if $\mathcal{P} \not\models \alpha \vdash \bot$. \[ \square \]

Theorem 3: Let $\mathcal{K}_\prec$ be obtained from $\mathcal{K}$ as in Definition 14. For the ‘only if’ part, let $\mathcal{P}$ be such that $\mathcal{P} \models \mathcal{K}_\prec$, i.e., $\mathcal{P} \not\models \neg \beta \vdash \bot$ for every $\beta \vdash \bot$ in $\mathcal{K}_\prec$. From Lemma 2, this is the case if and only if $\mathcal{P} \not\models \beta$ for every $\beta \in \mathcal{K}$. Hence $\mathcal{P} \not\models \mathcal{K}$, and since $\mathcal{K} \vdash \alpha$, we have $\mathcal{P} \models \alpha$ too. From Lemma 2 again we get $\mathcal{P} \not\models \neg \alpha \vdash \bot$. Now, for the ‘if’ part, let $\mathcal{P}$ be such that $\mathcal{P} \models \mathcal{K}$, i.e., $\mathcal{P} \models \beta$ for all $\beta \in \mathcal{K}$. From Lemma 2, it follows that $\mathcal{P} \not\models \neg \beta \vdash \bot$ for every $\beta \in \mathcal{K}$, and then $\mathcal{P} \models \mathcal{K}_\prec$. From this and $\mathcal{K}_\prec \models \neg \alpha \vdash \bot$ we have $\mathcal{P} \models \neg \alpha \vdash \bot$, and therefore by Lemma 2 again we get $\mathcal{P} \models \alpha$. \[ \square \]
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