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Abstract—The vector evaluated particle swarm optimisation
(VEPSO) algorithm is a multi-swarm variation of particle swarm
optimisation (PSO) used to solve static multi-objective optimi-
sation problems (SMOOPs). Recently, VEPSO was extended to
the dynamic VEPSO (DVEPSO) algorithm to solve dynamic
multi-objective optimisation problems (DMOOPs) that have at
least one objective that changes over time. The search process
of DVEPSO is driven through local and global guides that
can be updated in various ways. This paper investigates the
influence of various guide update approaches on the performance
of DVEPSO. DVEPSO is also compared against a competitive-
cooperative evolutionary algorithm. The results indicate that
DVEPSO performs well in fast changing environments, but
struggles to converge to discontinuous Pareto-optimal fronts
(POFs).

I. INTRODUCTION

Real-world multi-objective optimisation problems (MOOPs)
are mostly dynamic in nature with at least one of the con-
flicting objectives changing over time. These kind of prob-
lems are referred to as dynamic multi-objective optimisation
problems (DMOOPs). DMOOPs, in constrast with dynamic
single-objective optimisation problems (DSOOs), do not have
a single solution but a set of trade-off solutions referred to as
the Pareto-optimal front (POF). Therefore, an algorithm that
solves a DMOOP aims to track the POF over time and to find
a diverse set of solutions.

The vector evaluated particle swarm optimisation (VEPSO)
algorithm, which is a multi-swarm variation of PSO, was
introduced by Parsopoulos et al. [1], [2] to solve static multi-
objective optimisation problems (SMOOPs). Each swarm op-
timises only one objective function and the search process is
driven through local and global guides. The local guides, also
referred to as the personal bests, contain information about the
particles’ own experience with regards to a single objective.
On the other hand, the global guides, also referred to as the
global bests, contain information obtained by a pre-defined
neighbourhood of particles, with regards to another objectve.
A knowledge sharing topology determines which objective’s
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gbest is used [3].

Recently, VEPSO was extended to dynamic VEPSO
(DVEPSO) to solve DMOOPs [4]. This paper investigates
the influence of knowledge sharing through guide update ap-
proaches on the performance of the DVEPSO algorithm. Vari-
ous combinations of local and global guide update approaches
are investigated. The update approaches include approaches
that do not use Pareto-dominance, as well as newly proposed
approaches that do incorporate Pareto dominance. It should be
noted that this paper focusses on guide update approaches, and
not on guide selection approaches. Guide selection approaches
focus on the selection of solutions from the archive to guide
the optimisation process to ensure a diverse set of solutions.
The guides that are selected from the archive are then used
as the local (personal best) and global guides (global best) of
the particle swarm optimisation (PSO) algorithm. The guide
update approaches discussed in this paper focus on methods
that are used to update the swarm’s local (personal best) and
global (global best) guides using the solutions found by the
particles.

The rest of the paper is organised as follows: Section II
provides background information with regards to the VEPSO
algorithm and dynamic MOO (DMOO). The DVEPSO algo-
rithm, as well as guide update approaches, are discussed in
Section III. Section IV provides information with regards to
the experiments that are conducted to evaluate the performance
of the algorithms. Information is provided with regards to
the benchmark functions and performance measures that have
been used, as well as the statistical analysis that was performed
on the obtained results. The results of these experiments are
provided in Section V. Finally, conclusions are presented in
Section VI.

II. VECTOR EVALUATED PSO

Inspired by the vector evaluated genetic algorithm
(VEGA) [5], Parsopoulos et al. [1], [2] introduced a multi-
swarm variation of PSO to solve SMOOPs. This multi-
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objective algorithm is referred to as the VEPSO algorithm,
where each swarm (PSO) optimises only one objective func-
tion. Knowledge of best solutions is then shared with the
other swarms. This shared knowledge, contained in the gbest
of another swarm, is then used to update the velocity of the
particles:
Sk.vij (t -+ 1) = wSk.vi]-(t) + clrlj(t)(Sk.yij (t) — Skl'”(t))
+ CQng(t)(Ss.gi(t) — Sk$” (t)) (1)

where k = 1,...,m represents the index of the respective
swarm, v;;(t) and x;;(¢) represent the j-th dimension of the
velocity and position of particle ¢ at time ¢ respectively, w is
the inertia weight, S;.7; is the global best of the s-th swarm,
c1 and ¢y are respectively the cognitive and social coefficients,
ri,ro € [0,1]" and n is the dimension of the search space.
The index, s, of the swarm from which knowledge is obtained,
is selected based on a knowledge sharing topology [3]. If a
random topology is used, s is selected randomly from [1, m]. If
a ring topology is used, s is selected according to Equation (2),

where )
for j =1

m
8‘{;‘—1 for j=2,....m 2)

The best positions, pbest and gbest, are respectively referred
to as the local and global guides, and guide the search by
influencing the position of each particle. The original VEPSO
articles [1], [2] do not indicate whether Pareto-dominance
is used to update guides. Therefore, it is assumed that the
original version of VEPSO updates the local and global
guides according to the particles’ fitness with regards to only
one objective, i.e. the objective that the specific swarm is
optimising.

When solving DMOOPs, an algorithm has to be able to
detect a change in the environment and respond to the change
in an appropriate way. One approach frequently used to detect
changes is the sentry particle approach [6], where a random
number of sentry particles are selected after each iteration and
re-evaluated before the next iteration. If the current fitness
value of the sentry particle differs more than a specified value
from its fitness value just after the previous iteration, the
swarm is alerted that a change has occurred.

After a change in the environment has occurred, the local
and global guides are outdated and should be updated accord-
ing to the particles’ fitness with regards to the new DMOOP.
The next section discusses approaches to update local and
global guides.

III. GUIDE UPDATE APPROACHES

The DVEPSO algorithm was introduced in [4]. Knowledge
sharing is implemented via pbest and gbest positions, accord-
ing to a knowledge sharing topology [3]. The following new
guide update strategies are proposed for the local and global
guides:

o The dominant approach, where each particle’s fitness is
measured with respect to all objectives of the DMOOP. If
the particle’s position dominates the current local guide,
the particle’s current position is selected as the new local

guide. This strategy is referred to as py. If this approach
is used to update a global guide, it is referred to as gg.

o The non-dominated approach, where a guide is updated
only if its fitness can be improved and if the new position
is non-dominated with respect to the guide. p,, refers to
a local guide update using non-dominance, and g,, refers
to a global guide update.

e The random approach, where a guide is updated if the
new position is non-dominated with respect to the guide,
by randomly selecting either the particle position or the
corresponding guide. p, refers to a local guide update and
gr to a global guide update using the random strategy.

In addition, the newly proposed guide update approaches are
compared against the standard VEPSO guide update, where
the particle’s fitness is measured with regards to only the
objective function that the specific swarm optimises. Only if
an improvement in the fitness of the current guide can be
obtained, the guide is updated. No Pareto-dominance infor-
mation is used. With reference to a local guide, this approach
is referred to as p, and with reference to a global guide, g.
All combinations of the above local and global guide update
stragies are evaluated in this paper.

The following default configuration of DVEPSO is used for
this research:

o Each swarm has 20 particles and a random swarm topo-
logy is used.

e The non-dominated solutions found so far is stored in
an archive, with size set to 100. If the archive is full,
a solution from a crowded region in the found POF is
removed.

o Sentry particles is used for change detection. If a change
has been detected, 30% of the particles of the swarm(s)
whose objective function changed is re-initialised. The
non-dominated solutions in the archive is re-evaluated and
the solutions that have become dominated are removed
from the archive.

IV. EXPERIMENTAL SETUP

This section describes experiments that were conducted, us-
ing benchmark functions and performance measures discussed
in Sections I'V-A and IV-B respectively. Section I'V-C discusses
the statistical analysis that was performed on the obtained
data. The comparison of DVEPSO and dCOEA is discussed
in Section IV-D.

All experiments consisted of 30 independent runs and each
run continued for 1000 iterations. For all benchmark functions,
the severity of change (n;) was set to 10 and the frequency
of change (7,) was set to either 10 or 50 to evaluate the
performance of DMOO algorithms in both a fast and slowly
changing environment. The PSO parameters were set to values
that lead to convergent behaviour [7], namely w = 0.72 and
Cl = Cy = 1.49.

All code was implemented in the Computational Intelli-
gence library (CIlib) [8]. All simulations were run on the
Sun Hybrid System’s Harpertown and Nehalem Systems of
the Center for High Performance Computing [9].
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A. Benchmark Functions

This section discusses the benchmark functions that were
used to study the influence of guide update approaches
on the performance of DVEPSO. Five benchmark functions
were used of various DMOO Types, namely DIMP2 [10],
FDA3camarae [11], dMOP2 [12], dMOP3 [12] and HE2 [13].
Various types of DMOOPs exist. Farina et al. [11] classified
DMOOPs into four types, namely:

« Type I where the POF (corresponding objective function
values) does not change over time, but the Pareto-optimal
set (POS) (optimal set of decision variables) changes.

o Type II where both the POF and the POS change.

o Type III where the POF changes, but the POS remains
unchanged.

e Type IV where both the POF and the POS remain
unchanged, even though the problem changes over time.

DIMP2 is a Type I problem where each decision variable
has its own rate of change, except the variable x; that controls
the spread of solutions. FDA3¢umare 1S @ Type I DMOOP
where the density of solutions in the POF changes over time.
dMOP2 is a Type I DMOQOP with a POF that changes from
convex to concave. dMOP3 is a Type I DMOOP where the
spread of the POF solutions changes over time. HE2 is a Type
III DMOOP with a discontinuous POF that consists of various
disconnected continuous sub-regions.

B. Performance Measures

This section discusses the performance measures that were
used to determine the performance of DVEPSO for the diffe-
rent guide update approaches.

The first performance measure is the number of non-
dominated solutions (NS) in the found POF, POF™*.

The second performance measure is the hypervolume dis-
tance (HVD) or alternative accuracy measure [14]:

ace(t) = |HV(POF(t)) — HV(POF*(t))| 3)

where acc(t) is the absolute HVD at time ¢. Using the
absolute values ensure that acc(t) > 0, even if the HV of
the approximated POF is larger than the HV of the true POF.
A low acc value indicates a good performance.

The effect of the changes in the environment on the accuracy
(acc is defined in Equation 3) of the algorithm is quantified
by the third measure, namely stability [15]:

stab(t) = max{0, acc(t — 1) — acc(t)} 4)
where a low stab value indicates good performance.

C. Statistical Analysis of Obtained Data

This section discusses the statistical analysis procedure
performed on the obtained data. For each function and for
each 7, value, a Kruskal-Wallis test was performed over the
obtained data to determine whether there is a statistically
significant difference in performance. If this test indicated that
there was a difference, pairwise Mann-Whitney U tests were
performed between the obtained data for the various guide
update approaches.

For each guide update approach, if the pairwise Mann-
Whitney U test indicated a statistically significant difference,
a win was recorded for the winning algorithm and a loss for
the losing algorithm. These wins and losses are reported in
Tables I to III.

According to these results, the best DVEPSO guide update
combinations were selected and compared against dCOEA.
The same process was then followed to calculate the wins and
losses for the selected DVEPSO guide update combinations
and dCOEA. These results are reported in Tables IV to VII.

All statistical tests were performed for a confidence level
of 95%. The null hypothesis for the guide update approaches
was that there are no statistical significant difference between
the performance of the various guide update approaches.
When comparing DVEPSO configurations with dCOEA, the
null hypothesis was that there are no statistical significant
difference between the performance of the various DMOO
algorithms. For both cases, the alternative hypothesis was that
there is a difference in mean performance.

D. Comparison of DMOO Algorithms

The performance of DVEPSO was compared against a
dynamic competitive-cooperative coevolutionary algorithm
(dCOEA) proposed by Goh and Tan [12]. The source code
of dCOEA was obtained from the authors of [12]. While
DVEPSO uses one swarm per objective, dCOEA uses one sub-
population to optimise one decision variable. The parameters
of dCOEA were set according to [12].

V. RESULTS

This section discusses the results that were obtained. Sec-
tion V-A discusses the results obtained for the various guide
update approaches. The results of experiments that were run
to compare the performance of DVEPSO with dCOEA are
discussed in Section V-B.

A. Guide Update Approaches

This section discusses the effect of various guide update
approaches on the performance of DVEPSO. The results are
presented in Tables I to III; PM refers to the performance
measure being analysed and s, n, 7 and d of the pbest-gbest
combinations refer to ps, pn, Pr,» Pd OF Gs, Gn, gr and gq
respectively. Only results with statistical significant differences
are presented in the tables.

When solving FDA3¢ymaraes the various guide update ap-
proaches had no statistical significant influence on the perfor-
mance of DVEPSO with regards to stab (refer to Table I) for
7, = 10 and 7 = 50, as well as with regards to acc when
7+ = 50. However, with regards to acc for 7, = 10 all pbest-
gbest combinations performed well, except for ps-g,. With
regards to NS, all pbest-gbest combinations performed well,
except for all p; combinations that performed poorly.

Table I indicates that, when solving DIMP2, the various
guide update approaches had no statistical significant influ-
ence on the performance of DVEPSO with regards to NS.
However, with regards to acc and stab, pg4-g, obtained the
best performance for 7, = 10 and p,.-g4 for 7, = 50.
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TABLE I: Wins and Losses of FDA3cumara, DIMP2, dMOP2 and dMOP3

DMOOP ng Tt PM Results pbest-gbest combination
S-S s-n s-d s-r ns (nn ([nd |nr | rs | rn |rd | rr|ds | dn ]| dd| dr
FDA3 10 10 ace Wins 0 0 0 0 0 0 1 0 1 0 0 0 0 0 0 0
FDA3 10 10 acc Losses 0 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0
FDA3 10 10 acc Diff 0 -2 0 0 0 0 1 0 1 0 0 0 0 0 0 0
FDA3 10 10 ace Rank 3 16 3 3 3 3 1 3 1 3 3 3 3 3 3 3
FDA3 10 10 NS Wins 0 0 0 0 4 4 4 4 4 4 4 4 4 4 4 4
FDA3 10 10 NS Losses 12 12 12 12 0 0 0 0 0 0 0 0 0 0 0 0
FDA3 10 10 NS Diff -12 -12 -12 -12 4 4 4 4 4 4 4 4 4 4 4 4
FDA3 10 10 NS Rank 13 13 13 13 1 1 1 1 1 1 1 1 1 1 1 1
FDA3 10 50 NS Wins 0 0 0 0 4 4 4 4 4 4 4 4 4 4 4 4
FDA3 10 50 NS Losses 12 12 12 12 0 0 0 0 0 0 0 0 0 0 0 0
FDA3 10 50 NS Diff -12 -12 -12 -12 4 4 4 4 4 4 4 4 4 4 4 4
FDA3 10 50 NS Rank 13 13 13 13 1 1 1 1 1 1 1 1 1 1 1 1
DIMP2 10 10 acc Wins 0 0 0 0 1 1 0 0 2 2 1 1 1 1 5 6
DIMP2 10 10 acc Losses 2 10 4 2 0 0 1 2 0 0 0 0 0 0 0 0
DIMP2 10 10 ace Diff -2 -10 -4 -2 1 1 -1 -2 2 2 1 1 1 1 5 6
DIMP2 10 10 acc Rank 12 16 15 12 5 5 11 12 3 3 5 5 5 5 2 1
DIMP2 10 50 acc Wins 0 0 0 0 0 0 0 0 0 0 4 0 2 1 0 0
DIMP2 10 50 acc Losses 0 0 0 1 1 3 0 0 0 0 0 2 0 0 0 0
DIMP2 10 50 ace Diff 0 0 0 -1 -1 -3 0 0 0 0 4 -2 2 1 0 0
DIMP2 10 50 acc Rank 4 4 4 13 13 16 4 4 4 4 1 15 2 3 4 4
DIMP2 10 10 stab Wins 0 0 0 0 1 1 0 0 2 1 1 1 1 2 2 6
DIMP2 10 10 stab Losses 1 10 4 1 0 0 1 1 0 0 0 0 0 0 0 0
DIMP2 10 10 stab Diff -1 -10 -4 -1 1 1 -1 -1 2 1 1 1 1 2 2 6
DIMP2 10 10 stab Rank 11 16 15 11 5 5 11 11 2 5 5 5 5 2 2 1
DIMP2 10 50 stab Wins 0 0 0 0 0 0 0 0 0 0 1 0 0 1 0 0
DIMP2 10 50 stab Losses 0 0 0 0 0 2 0 0 0 0 0 0 0 0 0 0
DIMP2 10 50 stab Diff 0 0 0 0 0 -2 0 0 0 0 1 0 0 1 0 0
DIMP2 10 50 stab Rank 3 3 3 3 3 16 3 3 3 3 1 3 3 1 3 3
dMOP2 10 10 acc Wins 7 1 1 1 4 0 4 3 4 3 3 3 3 3 4 3
dMOP2 10 10 ace Losses 0 12 12 12 1 7 1 0 1 0 0 0 0 0 1 0
dMOP2 10 10 acc Diff 7 -11 -11 -11 3 -7 3 3 3 3 3 3 3 3 3 3
dMOP2 10 10 acc Rank 1 14 14 14 2 13 2 2 2 2 2 2 2 2 2 2
dMOP2 10 50 acc Wins 0 2 0 1 4 4 4 5 5 4 5 5 5 5 4 4
dMOP2 10 50 ace Losses 13 12 14 12 0 6 0 0 0 0 0 0 0 0 0 0
dMOP2 10 50 acc Diff -13 -10 -14 -11 4 -2 4 5 5 4 5 5 5 5 4 4
dMOP2 10 50 ace Rank 15 13 16 14 7 12 7 1 1 7 1 1 1 1 7 7
dMOP2 10 10 stab Wins 6 4 3 2 1 0 1 0 1 0 0 0 0 0 1 0
dMOP2 10 10 stab Losses 0 1 1 1 1 5 3 0 2 0 1 0 0 0 3 1
dMOP2 10 10 stab Diff 6 3 2 1 0 -5 2 0 -1 0 -1 0 0 0 -2 -1
dMOP2 10 10 stab Rank 1 2 3 4 5 16 14 5 11 5 11 5 5 5 14 11
dMOP2 10 50 stab Wins 0 0 0 0 4 4 4 4 5 4 4 4 5 5 4 4
dMOP2 10 50 stab Losses 12 12 12 12 0 3 0 0 0 0 0 0 0 0 0 0
dMOP2 10 50 stab Diff -12 -12 -12 -12 4 1 4 4 5 4 4 4 5 5 4 4
dMOP2 10 50 stab Rank 13 13 13 13 4 12 4 4 1 4 4 4 1 1 4 4
dMOP3 10 10 ace Wins 0 0 0 0 4 4 4 4 4 4 4 4 4 4 4 4
dMOP3 10 10 acc Losses 12 12 12 12 0 0 0 0 0 0 0 0 0 0 0 0
dMOP3 10 10 acc Diff -12 -12 -12 -12 4 4 4 4 4 4 4 4 4 4 4 4
dMOP3 10 10 ace Rank 13 13 13 13 1 1 1 1 1 1 1 1 1 1 1 1
dMOP3 10 50 ace Wins 0 0 0 0 4 4 4 4 4 4 4 5 4 4 4 4
dMOP3 10 50 acc Losses 12 12 12 12 0 1 0 0 0 0 0 0 0 0 0 0
dMOP3 10 50 ace Diff -12 -12 -12 -12 4 3 4 4 4 4 4 5 4 4 4 4
dMOP3 10 50 ace Rank 13 13 13 13 2 12 2 2 2 2 2 1 2 2 2 2
dMOP3 10 50 stab Wins 0 0 0 0 2 1 3 2 2 2 2 2 1 1 2 2
dMOP3 10 50 stab Losses 9 12 1 0 0 0 0 0 0 0 0 0 0 0 0 0
dMOP3 10 50 stab Diff -9 -12 -1 0 2 1 3 2 2 2 2 2 1 1 2 2
dMOP3 10 50 stab Rank 15 16 14 13 2 10 1 2 2 2 2 2 10 10 2 2
dMOP3 10 10 NS Wins 0 0 0 0 4 4 4 4 4 4 4 4 4 4 4 4
dMOP3 10 10 NS Losses 12 12 12 12 0 0 0 0 0 0 0 0 0 0 0 0
dMOP3 10 10 NS Diff -12 -12 -12 -12 4 4 4 4 4 4 4 4 4 4 4 4
dMOP3 10 10 NS Rank 13 13 13 13 1 1 1 1 1 1 1 1 1 1 1 1
dMOP3 10 50 NS Wins 0 11 0 0 0 0 0 0 0 0 0 1 0 0 0 0
dMOP3 10 50 NS Losses 0 0 0 0 1 1 1 1 1 1 2 0 1 1 1 1
dMOP3 10 50 NS Diff 0 11 0 0 -1 -1 -1 -1 -1 -1 -2 1 -1 -1 -1 -1
dMOP3 10 50 NS Rank 3 1 3 3 6 6 6 6 6 6 16 2 6 6 6 6
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Furthermore, ps-g, and ps-gq obtained the worst perfor-
mance for 7; = 10 and p,,-g,, for 7 = 50.

Similar to DIMP2, when solving dMOP2 the various guide
update approaches had no statistical significant influence on
the performance of DVEPSO with regards to NS (refer to
Table I). However, with regards to acc and stab, for 7, = 50
all combinations performed well, except for p,-g, and all
ps combinations. ps-gs obtained the best performance with
regards to acc and stab for 7 = 10. Furthermore, all pg
combinations performed very bad with regards to acc and stab
for , = 50. For 7, = 10, p,-g, and all p; combinations,
except for ps-gs, performed bad with regards to acc and with
regards to stab, p,-g, and p,-g4 performed poorly.

Table I indicates that, when solving DMOP3, the various
guide update approaches had no statistical significant influence
on the performance of DVEPSO with regards to stab for
7, = 10. With regards to stab for 7, = 50, all pbest-gbest
combinations performed well, except for the p, combinations.
With regards to acc, all combinations performed well, except
for the p; combinations. For 7, = 10, all pbest-gbest com-
binations, except the ps combinations, performed well with
regards to NS. However, for 7, = 50 the p, combinations
outperformed the other pbest-gbest combinations and ps-g,
completely outperformed all other pbest-gbest combinations
with regards to NS.

In contrast to dMOP3, Table II indicates that, when solving
HE, all p, combinations completely outperformed all other
pbest-gbest combinations with regards to acc and NS. Further-
more, with regards to stab, three of the four p; combinations
completely outperformed the other pbest-gbest combinations,
namely ps-gs, Ps-gq and ps-g,. With regards to NS when
7 = 50, p.-gs and pg-gs performed very bad against the other
pbest-gbest combinations.

The overall wins and losses of the guide update approaches
are presented in Table IIl. For o = 10, p4-g, obtained the
best overall performance and for 7, = 50, p4-gs performed
the best. The guide update approach of the original version
of VEPSO, ps-gs, performed well with regards to accuracy
and stability for 7, = 10 and with regards to NS for 7, = 50.
However, p,-gs lead to really poor performance with regards
to accuracy and stability for 7, = 50 and with regards to
NS for 7, = 10. It obtained the best overall rank of all
guide update approaches with regards to stability for 7, = 10.
However, Pareto-dominance-based guide update approaches
outperformed ps-gs with regards to accuracy and NS for both
7 = 10 and 7 = 50 and with regards to stability for 7, = 50.
Therefore, the results indicate that Pareto-dominance guide
update approaches enhances the performance of DVEPSO in
both fast and slower changing environments.

Based on the obtained results, the following DVEPSO
configurations were selected for comparison with dCOEA: pg4-
gs and pg-g, that obtained the best overall performance for
7 = 10 and 7 = 50 respectively, and ps-g,, that performed
the best with regards to NS for 7, = 50.

B. Comparison of DMOO Algorithms

This section compares the performance of DVEPSO, using
the best guide update combinations, and dCOEA. The results
of this comparison are presented in Tables IV to VII.

The results in Table IV indicate that, when solving
FDA3camara, DVEPSO outperformed dCOEA with regards
to stab for both 7w = 10 and 7+ = 50 and acc for » = 10.
However, dCOEA outperformed DVEPSO with regards to acc
for 7, = 50 and NS for both 7; = 10 and 7 = 50.

On DIMP2, DVEPSO outperformed dCOEA with regards
to both acc and stab for both 7 = 10 and 7; = 50. However,
dCOEA outperformed DVEPSO with regards to NS for both
Tt = 10 and Tt = 50.

When solving dMOP2, DVEPSO outperformed dCOEA
with regards to acc and stab for » = 10. However, for 7 = 50
there was no statistical significant difference between the
performance of DVEPSO and dCOEA with regards to acc and
stab. Furthermore, with regards to NS, dCOEA outperformed
DVEPSO.

In contrast to dMOP2, dCOEA outperformed DVEPSO on
dMOP3 with regards to acc and stab for both 7, = 10 and 74 =
50. However, DVEPSO outperformed dCOEA with regards to
NS for both 7z = 10 and 7; = 50. The results are presented
in Table V.

Similar to dMOP3, dCOEA outperformed DVEPSO on HE2
with regards to acc and stab for both 7, = 10 and 7, = 50.
However, DVEPSO outperformed dCOEA with regards to NS
for both 7; = 10 and 7 = 50 (refer to Table VI).

The overall wins and losses of DVEPSO and dCOEA are
presented in Table VII. Note that DVEPSO outperformed
dCOEA with regards to acc and stab for 7; = 10, whereas
dCOEA outperformed DVEPSO with regards to acc and stab
for 7 = 50. These results indicate that DVEPSO obtained
a good accuracy and stability in fast changing environments.
While dCOEA struggled when the environment changed fre-
quently, it obtained a good accuracy and stability when it had
more time to converge towards the true POF. Furthermore,
dCOEA found on average more solutions than DVEPSO. It
should also be noted that DVEPSO struggled to converge
towards a discontinuous POF, which can clearly be seen in
its poor performance with HE2.

Figure 1 illustrates POF™*s that have been found at all time
steps just before an environmental change for 7, = 10 by
DVEPSO (using the p4-g, update combination) and dCOEA.
DVEPSO converged with a high accuracy towards the POFs
of DIMP2 and dMOP2, but dCOEA struggled to converge
towards these POFs. On HE2, DVEPSO found solutions in
the correct shape of the POF, but its solutions were quite far
from the true POF. On dMOP3, dCOEA found solutions closer
to the true POF, but both algorithms struggled to consistently
converge to the POF.

VI. CONCLUSION

This paper investigated the influence of guide update ap-
proaches on the performance of DVEPSO. Various pbest-
gbest combinations were used to determine which combination
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TABLE II: Wins and Losses of HE2 for DVEPSO
ng | T PM | Results pbest-gbest combination
S-S s-n s-d S-r n-s n-n n-d n-r r-s r-n r-d r-r d-s d-n d-d d-r
10 10 acc Wins 13 12 4 15 0 0 0 0 0 0 0 0 0 0 0 0
10 10 acc Losses 2 3 1 0 4 4 4 4 4 4 4 4 4 4 4 4
10 10 acc Diff 11 9 13 15 -4 -4 -4 -4 -4 -4 -4 -4 -4 -4 -4 -4
10 10 acc Rank 3 4 2 1 5 5 5 5 5 5 5 5 5 5 5 5
10 50 acc Wins I3 12 4 15 0 T 4 0 T 5 3 T 8 0 0 6
10 50 acc Losses 2 3 1 0 9 7 4 9 5 4 5 6 4 8 12 4
10 50 acc Diff 11 9 13 15 -9 -6 0 -9 -4 1 -2 -5 4 -8 -12 2
10 50 acc Rank 3 4 2 1 14 12 8 14 10 7 9 11 5 13 16 6
10 10 stab Wins 13 0 13 13 0 0 0 0 0 0 0 0 0 0 0 0
10 10 stab Losses 0 3 0 0 3 3 3 3 3 3 3 3 3 3 3 3
10 10 stab Diff 13 -3 13 13 -3 -3 -3 -3 -3 -3 -3 -3 -3 -3 -3 -3
10 10 stab Rank 1 4 1 1 4 4 4 4 4 4 4 4 4 4 4 4
10 50 stab Wins 13 4 13 12 0 0 0 0 0 0 0 0 0 0 0 0
10 50 stab Losses 0 2 0 0 3 4 3 4 3 3 3 3 3 3 4 4
10 50 stab Diff 13 2 13 12 -3 -4 -3 -4 -3 -3 -3 -3 -3 -3 -4 -4
10 50 stab Rank 1 4 1 3 5 13 5 13 5 5 5 5 5 5 13 13
10 10 NS Wins 12 15 13 4 0 2 0 0 0 0 2 0 0 0 0 0
10 10 NS Losses 3 0 2 1 4 4 4 4 6 4 4 4 4 4 6 4
10 10 NS Diff 9 15 11 13 -4 2 -4 -4 -6 -4 -2 -4 -4 -4 -6 -4
10 10 NS Rank 4 1 3 2 7 5 7 7 15 7 5 7 7 7 15 7
10 50 NS Wins I3 4 12 4 3 6 2 6 0 10 0 2 0 2 3 2
10 50 NS Losses 2 0 3 0 5 5 7 4 13 4 9 5 13 7 5 7
10 50 NS Diff 11 14 9 14 -2 1 -5 2 -13 6 -9 -3 -13 -5 -2 -5
10 50 NS Rank 3 1 4 1 8 7 11 6 15 5 14 10 15 11 8 11
TABLE III: Overall Wins and Losses for Guide Update Approaches
ng Tt PM Results pbest-gbest combination
S-S s-n s-d S-r n-s n-n n-d n-r r-s r-n r-d rr | d-s d-n d-d d-r
10 10 acc Wins 20 13 I5 16 9 5 9 7 IT 9 8 8 8 8 13 13
10 10 acc Losses 16 39 29 26 5 11 6 6 5 4 4 4 4 4 5 4
10 10 acc Diff 4 -26 -14 -10 4 -6 3 1 6 5 4 4 4 4 8 9
10 10 acc Rank 5 16 15 14 5 13 11 12 3 4 5 5 5 5 2 1
10 50 acc ‘Wins 13 14 14 16 8 9 12 9 10 I3 16 1T 19 10 8 14
10 50 acc Losses 27 27 27 25 10 17 4 9 5 4 5 8 4 8 12 4
10 50 acc Diff -14 -13 -13 -9 -2 -8 8 0 5 9 11 3 15 2 -4 10
10 50 acc Rank 16 14 14 13 10 12 5 9 6 4 2 7 1 8 11 3
T0 [ 10 | stab | Wins O 4 % 1 15 ] 2 T T 0 3 T T T T ) 3 6
10 | 10 | stab | Losses 1 14 | 5 2 4 8 7 4 5 3 4 3 3 3 6 4
10 | 10 | stab Diff 18 | -10 | 11 13| 2 7 6 4| 2] 213 2|2 -1 3 2
10 | 10 | stab | Rank 1 16 | 3 2 6 15| 14 | 13| 6 6 | 11 ] 6 6 5 11 4
T0 [ 50 | stab | Wins 3 4 312 ] 6 3 7 6 7 6 7 6 6 7 6 6
10 | 50 | stab | Losses | 21 | 26 | 13 | 12 | 3 9 3 4 3 3 3 3 3 3 4 4
10 | 50 | stab Diff s |21 0 0 3 4 4 2 4 3 4 3 3 4 2 2
10 | 50 | stab | Rank 15|16 | 12| 12]5 14 1 9 1 5 1 5 5 1 9 9
10 10 NS Wins 12 15 13 14 8 10 8 8 8 8 10 8 8 8 8 8
10 10 NS Losses 27 24 26 25 4 4 4 4 6 4 4 4 4 4 6 4
10 10 NS Diff -15 -9 -13 -11 4 6 4 4 2 4 6 4 4 4 2 4
10 10 NS Rank 16 13 15 14 3 1 3 3 11 3 1 3 3 3 11 3
10 50 NS Wins 13 25 12 4 7 10 6 10 4 14 4 7 4 6 7 6
10 50 NS Losses 13 14 12 14 8 11 7 11 5 15 6 6 5 7 8 7
10 50 NS Diff 0 11 0 0 -1 -1 -1 -1 -1 -1 -2 1 -1 -1 -1 -1
all all NS Rank 3 1 3 3 6 6 6 6 6 6 16 2 6 6 6 6

produces the best results. It has been found that better results
were achieved when the pbest is updated only if a new solution
dominates the previous pbest. Furthermore, two gbest update
approaches lead to better accuracy, namely either using the
standard VEPSO gbest update without Pareto-dominance, or
if a pbest is non-dominated with regards to the current gbest,
randomly select the pbest or the current gbest as the new gbest.

The performance of the three best DVEPSO guide up-
date combinations were compared against a cooperative-
competitive evolutionary algorithm (dCOEA). The results indi-
cated that DVEPSO performed well with a good accuracy and
stability in fast changing environments. However, DVEPSO
struggled to converge towards a discontinuous POF.

Future work includes a more in-depth analysis of the influ-
ence of various parameters on the performance of DVEPSO
and comparing DVEPSO against more state-of-the-art DMOO
algorithms.
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TABLE VI: Wins and Losses of HE2 for DVEPSO and

TABLE IV: Wins and Losses of FDA3camara, DIMP2 and

dMOP2 for DVEPSO and dCOEA

DMOOP | ny | 7¢ PM Results Algorithm
DVEPSO dCOEA
dr | ds | sn
FDA3 10 10 acc Wins T T T 0
FDA3 10 10 acc Losses 0 0 0 3
FDA3 10 10 acc Diff 1 1 1 -3
FDA3 10 10 ace Rank 1 1 1 4
FDA3 10 50 acc Wins 0 0 0 3
FDA3 10 50 acc Losses 1 1 1 0
FDA3 10 50 acc Diff -1 -1 -1 3
FDA3 10 50 acc Rank 2 2 2 1
FDA3 10 10 | stab Wins | T I 0
FDA3 10 10 stab Losses 0 0 0 3
FDA3 10 10 | stab Diff 1 1 1 -3
FDA3 10 10 stab Rank 1 1 1 4
FDA3 10 10 NS Wins 0 0 0 3
FDA3 10 10 NS Losses 1 1 1 0
FDA3 10 10 NS Diff -1 -1 -1 3
FDA3 10 10 NS Rank 2 2 2 1
FDA3 10 50 NS Wins 0 0 0 3
FDA3 10 50 NS Losses 1 1 1 0
FDA3 10 50 NS Diff -1 -1 -1 3
FDA3 10 50 NS Rank 2 2 2 1
DIMP2 10 10 acc Wins 2 2 T 0
DIMP2 10 10 acc Losses 0 0 2 3
DIMP2 10 10 acc Diff 2 2 -1 -3
DIMP2 10 10 acc Rank 1 1 3 4
DIMP2 10 50 acc Wins I I I 0
DIMP2 10 50 acc Losses 0 0 0 3
DIMP2 10 50 acc Diff 1 1 1 -3
DIMP2 10 50 acc Rank 1 1 1 4
DIMP2 10 10 stab Wins 2 2 1 0
DIMP2 10 10 stab Losses 0 0 2 3
DIMP2 10 10 | stab Diff 2 2 -1 -3
DIMP2 10 10 stab Rank 1 1 3 4
DIMP2 10 50 | stab Wins 0 0 0 0
DIMP2 10 50 stab Losses 0 0 0 0
DIMP2 10 50 | stab Diff 0 0 0 0
DIMP2 10 50 stab Rank 1 1 1 1
DIMP2 10 10 NS Wins 0 0 0 3
DIMP2 10 10 NS Losses 1 1 1 0
DIMP2 10 10 NS Diff -1 -1 -1 3
DIMP2 10 10 NS Rank 2 2 2 1
DIMP2 10 50 NS Wins 0 0 0 3
DIMP2 10 50 NS Losses 1 1 1 0
DIMP2 10 50 NS Diff -1 -1 -1 3
DIMP2 10 50 NS Rank 2 2 2 1

dCOEA
ng Tt PM Results Algorithm
DVEPSO dCOEA
d-r d-s s-n

10 10 acc Wins 0 0 2 3
10 10 acc Losses 2 2 1 0
10 10 acc Diff 2 -2 1 3
10 10 acc Rank 3 3 2 1
10 50 acc Wins 0 0 2 3
10 50 acc Losses 2 2 1 0
10 50 acc Diff 2 -2 1 3
10 50 acc Rank 3 3 2 1
10 10 | stab Wins 0 0 0 I
10 10 stab Losses 0 0 1 0
10 10 | stab Diff 0 0 -1 1
10 10 | stab Rank 2 2 4 1
10 50 | stab Wins 0 0 I 2
10 50 stab Losses 2 1 0 0
10 50 | stab Diff -2 -1 1 2
10 50 | stab Rank 4 3 2 1
10 10 NS Wins 2 2 1 0
10 10 NS Losses 0 0 2 3
10 10 NS Diff 2 2 -1 -3
10 10 NS Rank 1 1 3 4
10 50 NS Wins 2 3 T 0
10 50 NS Losses 1 0 2 3
10 50 NS Diff 1 3 -1 -3
10 50 NS Rank 2 1 3 4

TABLE VII: Overall Wins and Losses for DVEPSO and

TABLE V: Wins and Losses of dMOP3 for DVEPSO and

dCOEA
ng Tt PM Results Algorithm
DVEPSO dCOEA
dr | ds | sn

10 10 acc Wins 0 0 0 3
10 10 acc Losses 1 1 1 0
10 10 acc Diff -1 -1 -1 3
10 10 acc Rank 2 2 2 1
10 50 acc Wins 0 0 0 3
10 50 acc Losses 1 1 1 0
10 50 acc Diff -1 -1 -1 3
10 50 acc Rank 2 2 2 1
10 10 | stab Wins 0 0 0 3
10 10 stab Losses 1 1 1 0
10 10 | stab Diff -1 -1 -1 3
10 10 stab Rank 2 2 2 1
10 50 | stab Wins 0 0 0 3
10 50 stab Losses 1 1 1 0
10 50 | stab Diff -1 -1 -1 3
10 50 stab Rank 2 2 2 1
10 10 NS Wins T I T 0
10 10 NS Losses 0 0 0 3
10 10 NS Diff 1 1 1 -3
10 10 NS Rank 1 1 1 4
10 50 NS Wins I T T 0
10 50 NS Losses 0 0 0 3
10 50 NS Diff 1 1 1 -3
10 50 NS Rank 1 1 1 4

dCOEA
ng Tt PM Results Algorithm
DVEPSO dCOEA
dr | d-s s-n

10 10 acc Wins 4 4 5 6
10 10 acc Losses 3 3 4 9
10 10 acc Diff 1 | 1 -3
10 10 acc Rank 1 1 1 4
10 50 acc Wins 1 T 3 9
10 50 acc Losses 4 4 3 3
10 50 acc Diff -3 -3 0 6
10 50 acc Rank 3 3 2 1
10 10 | stab Wins 4 4 3 4
10 10 stab Losses 1 1 4 9
10 10 | stab Diff 3 3 -1 -5
10 10 stab Rank 1 1 3 4
10 50 | stab Wins 0 0 I 5
10 50 stab Losses 3 2 1 0
10 50 | stab Diff -3 -2 0 5
10 50 stab Rank 4 3 2 1
10 10 NS Wins 3 3 2 9
10 10 NS Losses 3 3 5 6
10 10 NS Diff 0 0 -3 3
10 10 NS Rank 2 2 4 1
10 50 NS Wins 3 4 2 9
10 50 NS Losses 4 5 3 6
10 50 NS Diff -1 -1 -1 3
all all NS Rank 2 2 2 1
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